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Outline
✦LHC Performance: Four Machines in One

✦30,000 Feet Highlights:


๏ Standard Model Measurements

๏ Searches for New Physics


✦Conclusions: Quo Vadis?


✦ Disclaimer: these are selected highlights of a large number of CMS results, with 
clear personal bias: they tell a story, rather than simply make up a shopping 
list... All the links are clickable!


✦ For a full physics analysis landscape at CMS, please refer to:

๏ https://cms-results-search.web.cern.ch/


Dedication: I'd like to dedicate this talk to the memory of Peter Ware Higgs 
(29.05.29-08.04.24), whose transformative and groundbreaking ideas laid the 

foundation for the physics of the standard model and the very particle 
named after him
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https://cms-results-search.web.cern.ch/


The LHC  
Legacy 

See also Yannis Papaphilippou's talk on Tuesday next week
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LHC - a Big Success!
✦ Nearly 350/fb of data have been delivered by the LHC in Runs 1-3 (2010-now), at a 

c.o.m. of 7-13.6 TeV, exceeding the integrated luminosity projections

๏ 2024 is a record year with 83/fb already delivered and more data coming!


✦ About 90% of the delivered data are recorded and fully certified for physics analyses

✦ Several heavy-ion and proton-lead runs at various energies, augmented by the 

proton-proton reference data at the same energies

✦ Thank you, LHC, for the spectacular running!
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LHC - a Big Success!
✦ Nearly 350/fb of data have been delivered by the LHC in Runs 1-3 (2010-now), at a 

c.o.m. of 7-13.6 TeV, exceeding the integrated luminosity projections

๏ 2024 is a record year with 83/fb already delivered and more data coming!


✦ About 90% of the delivered data are recorded and fully certified for physics analyses

✦ Several heavy-ion and proton-lead runs at various energies, augmented by the 

proton-proton reference data at the same energies

✦ Thank you, LHC, for the spectacular running!
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Four Machines 
in One!
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The LHC Legacy
6

✦ The LHC has figuratively replaced three machines in one go:

๏ Tevatron (Higgs, BSM searches, top physics, and precision EW 

measurements)

๏ BaBar/Belle B factories (precision B physics)

๏ RHIC (heavy-ion physics)


✦ It also added one more machine:

๏ ɣɣ collider (LbL scattering, Breit-Wheeler processes, searches for ALPs)


✦ The LHC experiments in general, and CMS in particular, are very 
successful and productive in all these four areas


✦ Would not be possible without theoretical and phenomenological 
breakthroughs of the past decade:


๏ Higher-order calculations ("NLO revolution" → N3LO), modern Monte Carlo 
generators, reduced and better estimated PDF uncertainties


✦ Since it's impossible to cover all the aspects of this impressive program 
in one talk, I’ll present a few highlights of recent CMS results in Higgs 
physics, SM physics, flavor physics, heavy-ion physics, and the 
discovery program, somewhat geared to the topics of this workshop
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Challenge: Big Data
✦ The amount of data produced by each LHC 

experiment is truly enormous: ~10 PB/year

✦ It takes some time to fully calibrate and align the 

detectors, and then reconstruct the data with the 
best possible calibrations


✦ As a result, most of the results presented in these 
talk are based on Run 2 (2015-2018, 13 TeV, ~140/
fb) data


✦ First results from Run 3 dataset at 13.6 TeV started 
to appear and will be highlighted as well


✦ Overall, a very fast turn-around compared to earlier 
generations of HEP experiments!

7
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Publish or Perish!
✦ CMS: over 1,300 papers submitted, with searches, Higgs, 

and SM dominating (~100 papers/year, i.e., 2/week)

8
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ATLAS+CMS Physics Reports
✦ CMS (ATLAS) just submitted 7 (6) Phys. Rept. articles on various aspects 

of the LHC physics program

๏ These are legacy Run 2 papers and a valuable resource on experimental 

techniques and results

✦ CMS:


๏ arXiv:2403.01313, Review of top quark mass measurements in CMS

๏ arXiv:2403.16926, Searches for Higgs boson production through decays of 

heavy resonances

๏ arXiv:2403.16134, Enriching the physics program of the CMS experiment via 

data scouting and data parking

๏ arXiv:2405.10785, Overview of high-density QCD studies with the CMS 

experiment at the LHC

๏ arXiv:2405.13778, Dark sector searches with the CMS experiment

๏ arXiv:2405.17605, Review of searches for vector-like quarks, vector-like 

leptons, and heavy neutral leptons in proton-proton collisions at √s = 13 TeV 
at the CMS experiment


๏ arXiv:2405.18661, Stairway to discovery: a report on the CMS programme of 
cross section measurements from millibarns to femtobarns

9

https://arxiv.org/pdf/2403.01313
https://arxiv.org/pdf/2403.16926
https://arxiv.org/pdf/2403.16134
https://arxiv.org/pdf/2405.10785
https://arxiv.org/pdf/2405.13778
https://arxiv.org/pdf/2405.17605
https://arxiv.org/pdf/2405.18661
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Challenge: Pileup
✦ In CMS now a proton-proton event looks nearly 

as busy as a heavy-ion one!

✦ Average number of simultaneous interactions 

per bunch crossing (pileup, PU) is about 50 in 
Run 3


๏ This by far exceeds the original LHC design PU 
number of 20


✦ Developed sophisticated tools to mitigate the 
effects of the PU: particle-flow reconstruction, 
machine-learning techniques

10
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in CMS



Higgs Physics 
Highlights

See also Sandra Kortner's talk tomorrow
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Higgs Factory
✦ LHC is the Higgs factory and the only  

place to study Higgs physics directly today

✦ At 13 TeV, the production cross section for the 

Higgs boson, dominated by gluon-gluon fusion, is ~50 pb

๏ 14M Higgs bosons delivered by the LHC in Run 2!

๏ By now ATLAS and CMS could have accumulated as many Higgs 

bosons as four LEP experiments accumulated Z bosons

๏ With the cross section @13.6 TeV of ~60 pb another 9M have been 

already delivered in Run 3!

✦ But: triggering is a big challenge:


๏ Most of gg → H(bb) events were never put on tape, which is how 
half of the Higgs bosons are produced and decay


✦ Need to pursue aggressive triggering strategies and go for 
lower cross section production mechanisms to observe all 
possible Higgs boson decays and couplings

12
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Old Challenges, New Triggers
✦ Increased the L1 bandwidth by 15% compared to 

Run 2 and rebalanced the L1 trigger menu

✦ Designed high-rate b-tagged jet triggers for Run 3


๏ Improved the efficiency for HH(4b) and HH(2b2τ) by up 
to 50% in 2023 compared to Run 2, and even more so 
for 2024 running

13

92

defined as the number of events accepted by the signal triggers and an offline baseline selec-
tion, relative to the number of events satisfying the offline baseline selection alone. The offline
selection requires the presence of at least four small-radius jets with pT greater than 30 GeV
and |h| < 2.5. The four most “b jet like” jets are used to reconstruct the HH pair. The trigger
efficiency as a function of the reconstructed invariant mass of the two Higgs bosons is shown
in Fig. 60.

For the HH ! 4b events (left panel of Fig. 60), the 2023 HH trigger achieved an overall signal
efficiency of 82%, corresponding to an improvement of about 60% (20%) with respect to the
Run 2 (2022) trigger. Since the 2022 and 2023 di-Higgs triggers are designed to record events
with at least two b jets in the final state, they are also suitable to record HH ! 2b2t signal
events (right panel of Fig. 60). For the given offline selection, the triggers requiring at least two
th candidates [170] achieve a signal efficiency of 34%, while the HH parking trigger results
in an efficiency of 43%. By requiring events to satisfy either one of the two sets of triggers,
the efficiency reaches 58%, demonstrating the complementarity of both sets in selecting signal
events.
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Figure 60: Trigger efficiency for selecting signal HH events, plotted as a function of the recon-
structed invariant mass of the two Higgs bosons, as measured in simulated HH ! 4b (left) and
HH ! 2b2t (right) samples corresponding to nominal Run 3 conditions.

6.2.3 The LLP parking

In 2023, new triggers were added to the parking stream to extend the physics reach in the
search for exotic LLPs [171]. Particles with long lifetimes are often predicted in BSM theories
and thus constitute interesting probes of new physics. Most conventional searches at the LHC
target promptly decaying particles, and there are still vast regions of parameter space in the
context of LLPs that remain unexplored. Thus, searches for new LLPs have a great potential
for discovery.

The LLPs have distinct experimental signatures. They can decay far away from the pp inter-
action point, leaving decay products that are displaced from the PV. Specific examples of LLP
signatures include displaced and delayed leptons [69, 172–174], photons [175], and jets [176–
180]; disappearing tracks [181, 182]; and nonstandard tracks produced by monopoles or heavy
stable charged particles [183]. Conventional trigger paths, object reconstruction algorithms,
and background estimation strategies are usually inadequate for LLP searches because they
are designed for promptly decaying particles, and custom techniques are needed for the online
selection of interesting events and the offline analysis of the data.

The LLPs decaying to hadrons produce jets that contain tracks originating from a SV, spatially

CMS arXiv:2403.16134

https://arxiv.org/pdf/2403.16134
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Higgs Boson Cross Sections
✦ Inclusive and fiducial cross section in multiple production modes 

have been measured and broadly agree with the SM predictions

14

10.3 Fiducial cross section 27
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Figure 12: Result of the 2D likelihood scan for the µf ⌘ µggH, ttH,bbH,tH and µV ⌘ µVBF,VH
signal strength modifiers. The solid and dashed contours show the 68 and 95% CL regions,
respectively. The cross indicates the best fit value, and the diamond represents the expected
value for the SM Higgs boson.

Figure 13: The measured product of cross section times branching fraction for H ! ZZ decay
(sB)obs and the SM predictions (sB)SM for the stage 0 STXS production bins and the inclusive
measurement at mH = 125.38 GeV. Points with error bars represent measured values and
black dashed lines with gray uncertainty bands represent the SM predictions. In the bottom
panel ratios of the measured cross sections and the SM predictions are shown along with the
uncertainties for each of the bins and the inclusive measurement.

son mass mH = 125.38 GeV, while the branching fractions of the H boson to different final
states (4e, 4µ, 2e2µ) are free parameters in the fit. The systematic uncertainties described in
Section 9 are included in the form of NPs and the results are obtained using an asymptotic
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Figure 16: Observed results of the fit to signal strength modifiers of the four principal produc-
tion modes. The contributions to the total uncertainty in each parameter from the theoretical
systematic, experimental systematic, and statistical components are shown. The colour scheme
is chosen to match the diagram presented in Fig. 1. The compatibility of this fit with respect to
the SM prediction, expressed as a p-value, is approximately 50%. Also shown in black is the
result of the fit to the inclusive signal strength modifier, which has a p-value of 17%.

i
µUncertainty in  

Underlying event and parton shower
 shapesαScales, PDF and  

 normalisationsαPDF and  
ggH in top associated categories

Top associated scales and migrations
VH lep scales and migrations

qqH scales and migrations
ggH VBF-like region

ggH jet multiplicity
 modellingH

T
ggH p

ggH scales
Branching fraction

Other experimental uncertainties
MET

b tagging
Lepton ID and reconstruction

Jet energy scale and resolution
Per photon energy resolution estimate

Photon energy scale and smearing
Photon identification
Integrated luminosity

0.02 0.04

ggH
µ

0.05 0.1

VBF
µ

0.01 0.02 0.03

VH
µ

Observed
0.05 0.1

top
µ

Expected

γγ →  H CMS  (13 TeV)-1137 fb

Figure 17: A summary of the impact of the main sources of systematic uncertainty in the fit
to signal strength modifiers of the four principal production modes. The observed (expected)
impacts are shown by the solid (empty) bars. The colour scheme is chosen to match the diagram
presented in Fig. 1.
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https://link.springer.com/content/pdf/10.1140/epjc/s10052-021-09200-x.pdf
hhttps://link.springer.com/content/pdf/10.1007/JHEP07(2021)027.pdf
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Production Modes Combination
✦ The combined cross section results per production mode are also 

now available and are in good agreement with the SM predictions

15

7. Measurements of Higgs boson production 93
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https://arxiv.org/pdf/2405.18661
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H(ZZ/ɣɣ) at 13.6 TeV
✦ First Higgs boson production properties measurements with 

13.6 TeV data are now available in H(ZZ) and H(ɣɣ) channels

16

10. Summary 11

Figure 1: Postfit reconstructed distribution of the m4` invariant mass in the m4` > 70 GeV
mass range (left), and in the zoomed 105 < m4` < 165 GeV mass range (right). The colored
histograms depict the signal contribution (red histogram) and the background contributions.
The black points with errors represent the data.

Table 4: The measured inclusive fiducial cross section and the corresponding uncertainties for
different final states at mH = 125.38 GeV.

sf id (fb)
2e2µ (fb) 1.63+0.37

�0.33(stat.)+0.14
�0.12(syst.)

4µ (fb) 0.46+0.18
�0.15(stat.)+0.03

�0.02(syst.)
4e (fb) 0.83+0.34

�0.29(stat.)+0.16
�0.10(syst.)

Inclusive (fb) 2.94+0.53
�0.49(stat.)+0.29

�0.22(syst.)

definition of these observables is similar to the reconstructed-level: they are defined as the pT

and rapidity of the sum of the four momenta of the four leptons that constitute the ZZ candi-
date. The differential distributions of the expected and observed cross sections in differential
bins of pT(H) are shown in the upper plot of Figure 5, while the lower plot shows the measure-
ment as a function of |y(H)|.

10 Summary
This note presents the first measurement of the differential fiducial cross section in the 4` final
state using the first Run 3 data collected with the CMS detector at the increased center-of-mass
energy of

p
s = 13.6 TeV. The H ! ZZ ! 4` inclusive fiducial cross section is measured

to be 2.94+0.53
�0.49(stat.)+0.29

�0.22(syst.) fb, in good agreement with the SM expectation of 3.09+0.27
�0.24 fb.

The differential fiducial cross section is also measured in bins of the transverse momentum and
absolute value of the rapidity of the H boson. The results are compared with the SM predictions
and the theoretical uncertainties are evaluated. All results are found to be consistent with the
SM expectations within uncertainties in the considered phase space.

12

Figure 2: Measured inclusive fiducial H ! ZZ ! 4` cross section in the various final states at
13.6 TeV. In the upper plot, the acceptance and theoretical uncertainties in the differential bins
are calculated using the gg ! H predictions from two different generators normalized to next-
to-next-to-next-to-leading order (N3LO). The subdominant component of the signal (VBF +
VH + tt̄H) is denoted as xH and is fixed to the SM prediction. The measured cross sections are
compared with the gg ! H predictions from POWHEG (blue) and NNLOPS (dark red). The
hatched areas correspond to the systematic uncertainties in the theoretical predictions. Black
points represent the measured fiducial cross sections in each bin, black error bars the total
uncertainty in each measurement, red boxes the systematic uncertainties. The lower panel
displays the ratios of the measured cross sections and of the predictions from NNLOPS to the
POWHEG theoretical predictions.

14

Figure 5: Differential fiducial cross sections measured in the H ! ZZ ! 4` channel at 13.6 TeV
as a function of pT(H) (upper) and |y(H)| (lower). The acceptance and theoretical uncertainties
in the differential bins are calculated using the gg ! H predictions from two different genera-
tors normalized to next-to-next-to-next-to-leading order (N3LO). The subdominant component
of the signal (VBF + VH + tt̄H) is denoted as xH and is fixed to the SM prediction. The mea-
sured cross sections are compared with the gg ! H predictions from POWHEG (blue) and
NNLOPS (dark red). The hatched areas correspond to the systematic uncertainties in the the-
oretical predictions. Black points represent the measured fiducial cross sections in each bin,
black error bars the total uncertainty in each measurement, red boxes the systematic uncertain-
ties. The lower panels display the ratios of the measured cross sections and of the predictions
from NNLOPS to the POWHEG theoretical predictions.
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Table 2: Magnitude of the systematic uncertainties in the inclusive fiducial cross section mea-
surement. The magnitude for the uncertainty from the photon energy scale and resolution is
extracted from a fit with the corresponding group of nuisance parameters frozen to their best-fit
values with the other nuisance parameters at their best-fit values and performing a subtraction
in quadrature. The magnitudes of the other sources of systematic uncertainty are obtained by
varying the corresponding nuisance parameter by one standard deviation, keeping the other
nuisance parameters at their best-fit values.

Systematic uncertainty Magnitude
Photon energy scale and resolution group +5.8%/ � 4.9%
Category migration from energy resolution +3.5%/ � 3.9%
Integrated luminosity ±1.4%
Photon preselection efficiency ±1.4%
Energy scale non-linearity +0.8%/ � 1.6%
Photon identification efficiency ±1.0%
Pileup reweighting ±0.8%
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Figure 6: Diphoton invariant mass distribution in the inclusive fiducial measurement, weighted
by S/(S + B) for the different mass resolution categories for illustration purposes. The mgg

histogram is shown together with the signal+background fit (red line) and the background-
only component (dashed line). In the lower panel, the signal component is shown, estimated
by subtracting the background component from the signal+background fit. The green (yellow)
bands indicate the ±1s (±2s) uncertainties in the background component. They are derived
from pseudoexperiments using the best-fit background function from the signal+background
fit.

Fiducial cross sections are measured in differential bins of the observables introduced in Sec-
tion 6. The results for p

H
T , |yH|, and Njets are presented in Fig. 7, 8, and 9, respectively. They

are compared to various theoretical predictions. The acceptances in the differential bins are
calculated using the ggH predictions from three different generators normalized to next-to-
next-to-next-to-leading order (N3LO) [6, 37]. The three predictions are taken from the MAD-
GRAPH5 aMC@NLO simulation, with and without NNLOPS reweighting, and from the POWHEG

18

event generator [71–74]. The acceptance of the xH=VBF+VH+ttH component of the signal is
taken from the MADGRAPH5 aMC@NLO simulation and normalised to the integrated cross
sections reported in Ref. [37]. The uncertainties in the theoretical predictions are computed
following the same strategy as for the inclusive cross section, described above.

To assess the compatibilty with the Standard Model, p-values are computed for every observ-
able from

p =
Z •

D
c2

NBins
(x)dx (4)

where D = 2 · (NLL(~µSM) � NLL(~̂µ)) is the difference between twice the negative log like-
lihood evaluated for the SM hypothesis (~µSM = ~1) and for the best-fit values. The p-values
for the nominal prediction, MADGRAPH5 aMC@NLO with NNLOPS reweighting, are 0.06, 0.13
and 0.94 for the p

H
T , |yH|, and Njets distributions, respectively.

The residual model-dependence of the differential measurements is also tested. For this, dif-
ferential fiducial cross sections are extracted from fits to an Asimov dataset that comprises the
background component generated from the best-fit background modelling function and a sig-
nal component from the SM signal model. In these fits, the signal component is assumed to be
entirely composed of VBF, VH, or ttH. This introduces a model dependence as the migration
matrices do not correspond to the SM scenario and the normalisation of the OOA component
changes. The differences to the extracted differential cross sections using the SM signal com-
ponent hypothesis are below 12% in every particle-level p

H
T bin. The average deviation is 8.3%,

which is much smaller than the expected statistical uncertainty per bin. Thus, the presented
differential cross section measurements are model-independent within the statistical uncertain-
ties given that the tested scenarios of 100% VBF, VH, and ttH contributions in the signal model
are extreme considering the current experimental knowledge of Higgs boson production at the
LHC.
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Figure 7: Differential fiducial cross sections for p
H
T (left) and its correlation matrix (right). The

coloured lines denote the predictions from different event generation setups, explained in the
legend and in the text. The dashed boxes show the uncertainties in theoretical predictions on
both the ggH and xH components. The given p-value is calculated for the nominal SM predic-
tion. The bottom panel shows the ratio to the nominal SM prediction. For the p

H
T distribution,

the last bin extends to infinity and the normalisation of the bin is indicated in the plot.
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Figure 8: Differential fiducial cross sections for |yH| (left) and the respective correlation ma-
trix (right). See caption of Fig. 7 and the text for more information.
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trix (right). See caption of Fig. 7 and the text for more information.

10 Summary
The fiducial inclusive cross section for Higgs boson production was measured at a centre-of-
mass energy of 13.6 TeV using the H ! gg decay channel. The data were taken with the CMS
detector in proton-proton collisions at the LHC and correspond to an integrated luminosity of
34.7 fb�1. The imperfect modeling of reconstructed photon variables in the simulation is cor-
rected using normalizing flows based on Z ! ee simulation and data. The fiducial phase space
is defined at particle level and includes a requirement on the geometric mean of the transverse
momenta of the two photons, improving the perturbative convergence of the theoretical pre-
dictions. The inclusive fiducial cross section is measured as sfid = 78 ± 11 (stat.) +6

�5 (syst.) fb
and it is in agreement with the SM expectation of 67.8 ± 3.8 fb. Differential cross sections were

H(ZZ)

H(ɣɣ)

https://cds.cern.ch/record/2904969/files/HIG-24-013-pas.pdf
https://cds.cern.ch/record/2904882/files/HIG-23-014-pas.pdf
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Higgs at 13.6 TeV
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Energy Dependence
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CMS PAS HIG-23-014 (Supplementary)

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/HIG-23-014/CMS-PAS-HIG-23-014_Figure-aux_007.pdf
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Going Differential
✦ By now the number of recorded Higgs bosons is large enough to start 

measuring differential cross sections

✦ Stress tests of higher-order theoretical calculations and parton shower 

generators

19
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Figure 10. Differential fiducial cross sections for pγγ
T , njets, |yγγ |, and |cos θ∗|. The observed

differential fiducial cross section values are shown as black points with the vertical error bars show-
ing the full uncertainty, the horizontal error bars show the width of the respective bin. The grey
shaded areas visualize the systematic component of the uncertainty. The coloured lines denote the
predictions from different setups of the event generator. All of them have the HX=VBF+VH+ttH
component from MadGraph5_amc@nlo in common, which is displayed in violet without uncer-
tainties. The red lines show the sum of HX and the ggH component from MadGraph5_amc@nlo
reweighted to match the nnlops prediction. For the blue lines no nnlops reweighting is applied
and the green lines take the prediction for the ggH production mode from powheg. The hatched
areas show the uncertainties in theoretical predictions on both the ggF and HX components. Only
effects coming from varying the set of PDF replicas, the αS value, and the renormalization and
factorization scales that impact the shape are taken into account here, the total cross section is
kept constant at the value from ref. [15]. The given p-values are calculated for the nominal SM
prediction and the bottom panes show the ratio to the same prediction. If the last particle-level
bin expands to infinity is explicitly marked on the plot together with the normalization of this bin.
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Figure 1: Measurement of the total differential cross section as a function of pH
T , Njets, pj1

T and
|yH|. The combined spectrum is shown as black points with error bars indicating the 68% confi-
dence interval. The systematic component of the uncertainty is shown in gray. The SM predic-
tion is reported for different generators. The rightmost bins of the distributions are overflow
bins, and normalized by the bin width of the last but one bin. In cases where the systematic
uncertainty band covers only one side of the data point, the systematic uncertainty on the other
side is negligible.

7 k-framework interpretation

Differential cross section measurements can be used to constrain the couplings of the Higgs
boson to other particles. In the case of Higgs boson production via gluon-gluon fusion, varia-
tions of the Higgs boson couplings mostly manifest themselves through distortions of the pH

T
spectrum. A framework (k-framework) has been developed [3] to study the coupling structure
of the Higgs boson. Following the same procedure described in [10], two models are used to
interpret the pH

T spectrum for gluon-gluon fusion: one, referred to as kb � kc [20], which takes
into account the effects of heavy quarks in the gluon-gluon fusion loop, and one, referred to as

CMS PAS HIG-23-013

H(ɣɣ+ZZ+WW+ττ)
H(ɣɣ)

hhttps://link.springer.com/content/pdf/10.1007/JHEP07(2023)091.pdf
https://cds.cern.ch/record/2905139/files/HIG-23-013-pas.pdf
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Going Doubly Differential
✦ Already started probing double-differential cross sections with 

reasonable precision (e.g., ZZ channel, d2σ/dpTd|y|)

✦ Important for testing theory prediction at high pT(H), high 

associated jet multiplicity, high rapidity, etc. 
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Figure 58: Double-differential cross sections for Higgs boson production in the H ! ZZ ! 4`
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T . Figure taken from Ref. [533]
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Going STXS
✦ More and more results are being interpreted in the Simplified Template 

Cross Section (STXS) framework, which is somewhat in between fully 
inclusive and fully differential measurements


✦ Allows for a straightforward SMEFT reinterpretation and setting 
constraints on various Wilson coefficients, thus providing sensitivity to 
BSM physics
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7. Measurements of Higgs boson production 101
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Figure 59: Observed results of the minimal merging scheme STXS fit for H ! gg at 13 TeV. The
best fit cross sections are plotted together with the respective 68% confidence level intervals.
Figure taken from Ref. [500].
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SMEFT Interpretations
✦ SMEFT principal component 

analysis of the combined H(ɣɣ, 
ZZ, WW, ττ) differential cross 
section measurements


✦ Decompose the covariance matrix 
in 10 principal eigenvectors and 
translate the limits on these 
eigenvectors into limits on Wilson 
coefficients

22

E. One-dimensional SMEFT scans to Wilson coefficients 35

Figure 18: Summary of observed and expected confidence intervals at 68% and 95% confidence
level (CL) for the Wilson coefficients used as input to the PCA procedure. Where a power of
ten is shown, the value on the x-axis is multiplied by the corresponding power of ten.

18

reported in Table 10. One-dimensional scans of these Wilson coefficients, obtained using the pH
T

spectra of all the decay channels and setting all the other Wilson coefficients to their SM value
in the full (linear + quadratic) parametrizations, are shown in Figures 16, 17 and 18 in Appendix
E. The rotation matrix EV�1, reported in Figure 8, is then used to write the linear combinations
of the Wilson coefficients. The absolute values of the coefficients shown in Figure 8 provide
an idea of the weight that each Wilson coefficient has in the linear combination. The higher
the weight of a Wilson coefficient in a linear combination with high eigenvalues, the more
constrained it is by the data. As an example, one can see that the first two linear combinations
are dominated by cHG, cHB, cHW and cHWB, which are the most constrained Wilson coefficients
in the analysis and also dominate in Figure 7.

Figure 8: Graphical representation of the ten eigenvectors with the highest eigenvalues of the
expected combined Fisher information matrix in SMEFT basis. Values lower than 10�3 are not
shown.

Observed and expected results for the ten eigenvectors with the highest eigenvalues are shown
in Figure 9. The corresponding one-dimensional scans, obtained profiling the other nine eigen-
vectors, are shown in Figures 19, 20 and 21 in Appendix F. The results are consistent with the
SM within two standard deviations. The correlation matrix of the linear combinations of Wil-
son coefficients is shown in Figure 10: as it can be seen, some level of correlation is present
between the eigenvectors (up to 18% in the worst cases). This can be explained by the fact that
the eigenvectors are obtained by diagonalizing the expected Fisher information matrix, and not
the observed one, hence a perfect level of decorrelation is not expected.

9 Conclusions

A combination of differential cross sections for the differential observables pH
T , Njets, |yH|, pj1

T ,
mjj, |Dhjj| and t

j
C is presented, using 138 fb�1 of proton-proton collision data obtained at

p
s =

13TeV. The obtained spectra are obtained on data from the H ! gg, H ! ZZ(⇤)
! 4`,

H ! W+W�(⇤)
! e±µ⌥nlnl and H ! t+t� (boosted and not). No significant deviations

from the standard model predictions are observed in any differential distribution.

The obtained pH
T spectra were interpreted using the k-framework and the SMEFT framework:

in the former, multiple couplings were varied simultaneously following the studies reported
in [10], while in the latter a principal component analysis was performed to identify non-flat
directions of the likelihood. In both cases, the results are compatible with the standard model
predictions.

CMS PAS HIG-23-013

https://cds.cern.ch/record/2905139/files/HIG-23-013-pas.pdf
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Higgs Boson Couplings
✦ Couplings to third-generation fermions and EW bosons 

have been measured; first evidence for coupling to muons

23
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a reduction of not only statistical but also systematic uncertainties, as 
well as a more precise calibration of the calorimeters and alignment 
of the tracking detectors. During Run 2, approximately 8 million Higgs 
bosons were produced. Many more final states could be studied, as it 
was possible to separate the events by production mode and decay 
channel, as well as by kinematic properties; and differential distribu-
tions could be measured. Furthermore, improved analysis methods 
were deployed.

To enable comparison with the more precise experimental results, 
theoretical calculations have been carried out with commensurate 
improvements in accuracy36–39, involving higher orders in perturba-
tion theory.

The statistical procedure was developed in preparation for the search 
and discovery of the Higgs boson and has not changed much since 
then. It is based on building a combined likelihood from the various 
input channels (‘Statistical analysis’ in Methods). Parameter estimation 
and limit setting are performed using a profile likelihood technique 
with asymptotic approximation40, taking into account the full correla-
tion of the systematic uncertainties between individual channels and 
the years of data taking. The different channels included in the com-
bination correlate nuisance parameters related to the same underlying 
effect, such as the uncertainty in the theoretical prediction or the 
energy-scale uncertainty of the final-state objects. The inclusive signal 
strength (µ) combination has a total of O(10 )4  nuisance parameters. 
The references to the individual analyses presented in the next section 
each contain more details of the statistical procedure used for 

combining the several categories used, created according to various 
criteria, such as signal-to-background ratios, mass resolutions and 
multiplicities of physics objects.

Portrait of the Higgs boson
The portrait of the Higgs boson is defined by its production modes, via 
cross-sections, and its decay channels, via branching fractions. For the 
value of mass measured by CMS mH = 125.38 ± 0.14 GeV (ref. 41), these 
are given in Extended Data Table 139.

Production
The rate of production of Higgs bosons is given by the product of the 
instantaneous luminosity, measured in units of cm−2 s−1, and the 
cross-section, measured in units of cm2. For mH = 125.38 GeV, the total 
cross-section for the production of the SM Higgs boson at s = 13 TeV 
is 54 ± 2.6 pb (ref. 39). (A cross-section of 1 pb (picobarn) corresponds 
to an area of 10−36 cm2). This results in the production of one Higgs 
boson every second at an instantaneous luminosity of 2 × 1034 cm−2 s−1. 
The dominant production mode in the SM is ggH, where a pair of gluons, 
one from each of the incident protons, fuses, predominantly via a vir-
tual top quark quantum loop. This is depicted in Fig. 1a and represents 
87% of the total cross-section. The next most important production 
mode is vector boson fusion (VBF) depicted in Fig. 1b, where a quark 
from each of the protons radiates a virtual vector boson (W or Z), which 
then fuse together to make a Higgs boson. Other processes, with smaller 
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Fig. 2 | The agreement with the SM predictions for production modes and 
decay channels. Signal-strength parameters extracted for various production 
modes µi, assuming = ( )f f

SMB B  (left), and decay channels µf, assuming σi = (σi)SM 
(right). The thick and thin black lines indicate the 1-s.d. and 2-s.d. confidence 
intervals, respectively, with the systematic (syst) and statistical (stat) 
components of the 1-s.d. interval indicated by the red and blue bands, 

respectively. The vertical dashed line at unity represents the values of µi and µf 
in the SM. The covariance matrices of the fitted signal-strength parameters are 
shown in Extended Data Fig. 5. The P values with respect to the SM prediction 
are 3.1% and 30.1% for the left plot and the right plot, respectively. The P value 
corresponds to the probability that a result deviates as much, or more, from the 
SM prediction as the observed one.
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Exploring Higgs Potential
✦ One of the most important couplings is a Higgs boson self-coupling, λ

✦ Directly affects the shape of the Higgs potential, with implications for both 

early and late universe (e.g., EW vacuum stability)

✦ Depends on λ (or, in the SM, mH= ), mt, and 𝛼s


✦ Important to precisely measure all these parameters, including λ, to test the 
predictions of the Higgs mechanism

2λv

24

Degrassi et al. JHEP 08 (2012) 098

J
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E
P
0
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2
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1
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0
9
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Figure 5. Regions of absolute stability, meta-stability and instability of the SM vacuum in the
Mt–Mh plane. Right : zoom in the region of the preferred experimental range of Mh and Mt (the
gray areas denote the allowed region at 1, 2, and 3�). The three boundaries lines correspond to
↵s(MZ) = 0.1184± 0.0007, and the grading of the colors indicates the size of the theoretical error.
The dotted contour-lines show the instability scale ⇤ in GeV assuming ↵s(MZ) = 0.1184.

Type of error Estimate of the error Impact on Mh

Mt Experimental uncertainty in Mt ±1.4GeV

↵s Experimental uncertainty in ↵s ±0.5GeV

Experiment Total combined in quadrature ±1.5GeV

� Scale variation in � ±0.7GeV

yt O(⇤QCD) correction to Mt ±0.6GeV

yt QCD threshold at 4 loops ±0.3GeV

RGE EW at 3 loops + QCD at 4 loops ±0.2GeV

Theory Total combined in quadrature ±1.0GeV

Table 1. Dominant sources of experimental and theoretical errors in the computation of the SM
stability bound on the Higgs mass, eq. (1.2).

plot illustrates the remarkable coincidence for which the SM appears to live right at the

border between the stability and instability regions. As can be inferred from the right plot,

which zooms into the relevant region, there is significant preference for meta-stability of

the SM potential. By taking into account all uncertainties, we find that the stability region

is disfavored by present data by 2�. For Mh < 126GeV, stability up to the Planck mass is

excluded at 98% C.L. (one sided).

The dominant uncertainties in the evaluation of the minimum Mh value ensuring abso-

lute vacuum stability within the SM are summarized in table 1. The dominant uncertainty

is experimental and comes mostly from the measurement of Mt. Although experiments at

the LHC are expected to improve the determination of Mt, the error on the top mass will

remain as the largest source of uncertainty. If no new physics other than the Higgs boson

is discovered at the LHC, the peculiarity of having found that the SM parameters lie at

the critical border between stability and metastability regions provides a valid motivation

for improved top quark mass measurements, possibly at a linear collider.

The dominant theoretical uncertainty, while reduced by about a factor of 3 with the

present work, is still related to threshold corrections to the Higgs coupling � at the weak

– 16 –

Bai et al. JHEP 07 (2021) 225

https://link.springer.com/article/10.1007/JHEP08(2012)098
https://link.springer.com/content/pdf/10.1007/JHEP07(2021)225.pdf
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Exploring Higgs Potential
✦ One of the most important couplings is a Higgs boson self-coupling, λ

✦ Directly affects the shape of the Higgs potential, with implications for both 

early and late universe (e.g., EW vacuum stability)

✦ Depends on λ (or, in the SM, mH= ), mt, and 𝛼s


✦ Important to precisely measure all these parameters, including λ, to test the 
predictions of the Higgs mechanism

2λv

24

Bai et al. JHEP 07 (2021) 225

J. Ellis, CERN Courier 62 (2022) 59

https://link.springer.com/content/pdf/10.1007/JHEP07(2021)225.pdf
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Higgs Boson Mass and Width
✦ New, more precise measurements of the Higgs boson mass with sub-

permille precision have been achieved!

๏ MH = 125.38 ± 0.14 GeV (H → ɣɣ) and 125.08 ± 0.12 GeV (H → ZZ) 

๏ CMS also measured the Higgs boson width by combining on-shell and off-shell 

production of H(ZZ) with 

✤ ΓH = 3.2+2.4-1.7 MeV [CMS, Nat. Phys. 18 (2022) 1329]


✦ Measurements are in agreement with the SM prediction of ΓH = 4.1 MeV

25
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Figure 8: Observed profile likelihood projection on mH, split per final state and combined,
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VXBS approach. Both statistical and systematic uncertainties have been considered.
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Figure 9: Summary of the observed CMS H boson mass measurements using the four-lepton
final state. The red vertical line and the grey column represent the best fit value and the total
uncertainty respectively as measured from the Run 1 and Run 2 combination. The yellow bands
stands for the statistical uncertainty and the black error bars for the total uncertainty.
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๏ CMS also measured the Higgs boson width by combining on-shell and off-shell 

production of H(ZZ) with 

✤ ΓH = 3.2+2.4-1.7 MeV [CMS, Nat. Phys. 18 (2022) 1329]
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Probing Self-Coupling
✦ Measurement of Higgs boson self-coupling λ is an ultimate goal of HL-LHC

✦ The cross section is very low, due to large negative interference between the diagrams 

contributing to Higgs boson pair production

✦ Enormous progress has been achieved using ML b tagging techniques, multivariate 

methods, and new triggers; first Run 3 results are coming soon

✦ Current CMS 95% CL limits on μ = σ/σSM for HH production are <3.4 (2.5) 

[already exceeded early HL LHC projections!]; full Run 2 combination is on its way

26
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where σ is the production cross-section and B is the branching fraction. 
Perfect agreement with SM expectations would yield all µ equal to one.

A first test of compatibility is performed by fitting all data from pro-
duction modes and decay channels with a common signal-strength 
parameter, µ. At the time of discovery, the common µ was found 
to be 0.87 ± 0.23. The new combination of all the Run 2 data yields 
µ = 1.002 ± 0.057, in excellent agreement with the SM expectation. 
The uncertainties in the new measurement correspond to an improve-
ment by a factor of 4.5 in precision compared with what was achieved 
at the time of discovery. At present, the theoretical uncertainties in the 
signal prediction, and the experimental statistical and the systematic 
uncertainties separately contribute at a similar level, and they are 0.036, 
0.029 and 0.033, respectively.

Relaxing the assumption of a common signal-strength parameter, 
and introducing different µi and µf, our measurements are shown in 
Fig. 2. The production modes ggH, VBF, WH, ZH and ttH are all observed 
with a significance of 5 s.d. or larger.

The κ framework for coupling modifiers
BSM physics is expected to affect the production modes and decay 
channels in a correlated way if they are governed by similar interac-
tions. Any modification in the interaction between the Higgs boson 
and, for example, the W bosons and top quarks would affect not only 
the H → WW (Fig. 1g) or H → γγ (Fig. 1i,j) decay rates but also the pro-
duction cross-section for the ggH (Fig. 1a), WH (Fig. 1c) and VBF (Fig. 1b) 
modes. To probe such deviations from the predictions of the SM, the 
κ framework38 is used. The quantities, such as σi, Γ f and ΓH, computed 
from the corresponding SM predictions, are scaled by κi

2, as indicated 
by the vertex labels in Fig. 1. As an example, for the decay H → γγ pro-
ceeding via the loop processes of Fig. 1i,j, the branching fraction is 
proportional to κ γ

2 or κ κ(1.26 − 0.26 )W t
2. In the SM, all κ values are equal 

to one.

A first such fit to Higgs boson couplings introduces two parameters, 
κV and κf, scaling the Higgs boson couplings to massive gauge bosons 
and to fermions, respectively. With the limited dataset available at the 
time of discovery, such a fit provided first indications for the existence 
of both kinds of coupling. The sensitivity with the present data is much 
improved, and both coupling modifiers are measured to be in agree-
ment, within an uncertainty of 10%, with the predictions from the SM, 
as shown in Fig. 3 (left).

A second fit is performed to extract the coupling modifiers κ for the 
heavy gauge bosons (κW and κZ) and the fermions probed in the present 
analyses (κt, κb, κτ and κµ). Predictions for processes that in the SM occur 
via loops of intermediate virtual particles, for example, Higgs boson 
production via ggH, or Higgs boson decay to a pair of gluons, photons 
or Zγ, are computed in terms of the κi above. The result is shown in 
Fig. 3 (right), as a function of the mass of the probed particles. The 
remarkable agreement with the predictions of the BEH mechanism 
over three orders of magnitude of mass is a powerful test of the valid-
ity of the underlying physics. Statistical and systematic uncertainties 
contribute at the same level to all measurements, except for κµ, which 
still is dominated by the statistical uncertainty.

In extensions of the SM with new particles, the loop-induced pro-
cesses may receive additional contributions. A more general fit for 
deviations in the Higgs boson couplings can then be defined by intro-
ducing additional modifiers for the effective coupling of the Higgs 
boson to gluons (κg), photons (κγ) and Zγ (κZγ). The results for this fit 
are shown in Fig. 4 (left). Coupling modifiers are probed at a level of 
uncertainty of 10%, except for κb and κµ (about 20%) and κZγ (about 
40%), and all measured values are compatible with the SM expectations, 
to within 1.5 s.d. These measurements correspond to an increase in 
precision by a factor of about five compared with what was possible 
with the discovery dataset. Figure 4 (right) and Extended Data Fig. 8 
(left) illustrate the evolution of several κ measurements and their 
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Sensitivity to λ
✦ Because of the negative interference, sensitivity to λ is non-trivial


๏ Combination of single and double Higgs production 
 helps to constrain the self-coupling in a more 
model-independent way

27

H

H

H Hκλ κλ

(a)

t

t

t

H

t

H

g

g

Hκλ

(b)

V

H

H

q

q

q

H

q

κλ

(c)

V ∗

H

H

q̄

q

H

V

κλ

(d)

H

H

g

g

t̄

H

t

κλ

(e)

Figure 2: Examples of one-loop _��� -dependent diagrams for (a) the Higgs boson self-energy, and for single-Higgs
production in the (b) ggF, (c) VBF, (d) +�, and (e) CC� modes. The self-coupling vertex is indicated by the filled
circle.

SM predictions corrected for the _���-dependent NLO EW effects. A framework for a global fit to
constrain the Higgs boson self-coupling and the other coupling modifiers ^< was proposed in Refs. [20,
21]; the model-dependent assumptions of this parameterisation are described in the same references. In the
current work, inclusive production cross-sections, decay branching ratios and differential cross-sections are
exploited to increase the sensitivity of the single-Higgs analyses to ^_ and ^<. The differential information
is encoded through the simplified template cross-section (STXS) framework described in Section III.3 of
Ref. [50]. The signal yield in a specific decay channel and STXS bin is then proportional to:

=signal
8, 5 (^_, ^<) / `8 (^_, ^<) ⇥ ` 5 (^_, ^<) ⇥ fSM,8 ⇥ BSM, 5 ⇥ (n ⇥ �)8 5 ,

where `8 and ` 5 describe respectively the multiplicative corrections to the expected SM Higgs boson
production cross-sections in an STXS bin (fSM,8) and each decay-channel branching ratio (BSM, 5 ) as a
function of the values of the Higgs boson self-coupling modifier ^_ and the LO-inspired modifiers ^<. The
(n ⇥ �)8 5 coefficients take into account the analysis efficiency times acceptance in each production and
decay mode.

The functional dependence of `8 (^_, ^<) and ` 5 (^_, ^<) on ^_ and ^< varies according to the production
mode, the decay channel and, more strongly for the +� and CC� production modes, on the STXS bin. A
detailed description of the cross-section and decay-rate dependence on ^_ is given in Refs. [51, 52]. The
STXS information from the VBF, ,�, /� and CC� production modes is exploited here to constrain ^_
and ^<. For the ggF production mode, only the inclusive cross-section dependence on ^_ is currently
available and it was used in this study, while the STXS bin dependence was not considered.

5

-1.24 < 𝜿λ < 6.9 @ 95% CL 
0.67 < 𝜿2V < 1.38 @ 95% CL 
𝜿2V = 0 is excluded at 6.6σ!

11

the Higgs boson self-interaction coupling modifier kl is in the range �1.24 to 6.49, while the
quartic k2V coupling modifier is in the range 0.67 to 1.38. Figure 6 (right) shows that k2V = 0
is excluded, with a significance of 6.6 s.d., establishing the existence of the quartic coupling
VVHH depicted in Fig. 1n.
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Figure 6: Limits on the Higgs boson self-interaction and quartic coupling.
Combined expected and observed 95% CL upper limits on the HH production cross section for
different values of kl (left) and k2V (right), assuming the SM values for the modifiers of Higgs
boson couplings to top quarks and vector bosons. The green and yellow bands represent,
respectively, the 1 and 2 s.d. extensions beyond the expected limit; the red solid line (band)
shows the theoretical prediction for the HH production cross section (its 1 s.d. uncertainty).
The areas to the left and to the right of the hatched regions are excluded at 95% CL.

7 Current knowledge and future prospects
The discovery of the Higgs boson in 2012 completed the particle content of the standard model
(SM) of elementary particle physics, a theory that explains visible matter and its interactions in
exquisite detail. The completion of the SM spanned 60 years of theoretical and experimental
work. In the ten years following the discovery, great progress has been made in painting a
clearer portrait of the Higgs boson.

In this paper, the CMS Collaboration reports the most up-to-date combination of results on
the properties of the Higgs boson, based on data corresponding to an L of up to 138 fb�1,
recorded at 13 TeV. Many of its properties have been determined with accuracies better than
10%. All measurements made so far are found to be consistent with the expectations of the SM.
In particular, the overall signal strength parameter has been measured to be µ = 1.002 ± 0.057.
It has been shown that the Higgs boson directly couples to bottom quarks, tau leptons, and
muons, which had not been observed at the time of the discovery, and also proven that it is
indeed a scalar particle. The CMS experiment is approaching the sensitivity necessary to probe
Higgs boson couplings to charm quarks [74]. The observed (expected) 95% CL value for kc is
found to be 1.1 < |kc | < 5.5 (|kc | < 3.40), the most stringent result to date. Moreover, the recent
progress in searches for the pair production of Higgs bosons has allowed the setting of tight
constraints on the Higgs boson self-interaction strength, and the setting of limits on the Higgs
boson pair production cross section not much above twice the expected SM value.

Much evidence points to the fact that the SM is a low-energy approximation of a more compre-
hensive theory. In connection with the mechanism of spontaneous symmetry breaking, several
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targeting ttH events in the H ! gg and multilepton final states are the most sensitive to this
process among the ttH categories considered for this combination. The HH contamination in
the ttH-enriched categories is either modeled, as in the ttH(gg) categories, or its impact on the
results is studied and found to be small. In particular, a possible ignored HH contamination
in the ttH multilepton analysis categories is estimated to be at most of 5% with respect to the
total ttH signal yield in the categories. This possible contamination is expected to cause a shift
of the 2s kl exclusion interval of 0.3 and 0.1 towards higher values of kl for the combination of
single H channels and for the combination of single H and HH channels, respectively.

7 Results
The profile likelihood scan of the kl parameter is shown in Fig. 4, comparing the separate com-
binations of the single H channels or the HH ones to the full combination of the two, assuming
in all cases the other H couplings equal to their SM predictions. The observed kl from the com-
bination of the HH channels is found very close to unity, and the observed exclusion intervals
at 95% CL is found to be �1.7 < kl < 7.0, in agreement with the corresponding exclusion
expected under the assumption of the SM of �2.3 < kl < 8.0. The observed kl from the com-
bination of the single H channels is found larger than one, although within the observed and
expected 95% CL exclusion interval, which are �1.8 < kl < 12.0 and �4.5 < kl < 11.7, respec-
tively. For this reason, the profiled likelihood obtained considering both the single H and HH
channels is very flat around the minimum. The observed (expected) exclusion intervals from
single H and HH combination at 95% CL is �1.2 < kl < 7.5 (�2.0 < kl < 7.7)

5− 0 5 10 15
λκ

0

1

2

3

4

5

6

 lo
g(

L)
∆

-2
 

)σ68% CL (1

)σ95% CL (2

           
-4.2
+3.5single-H comb., 5.8

                  
-1.5
+3.9HH comb., 1.0

-3.0
+-3.0single-H and HH comb., 3.1

CMS Preliminary  (13 TeV)-1138 fb

Observed
κf = κV = κ2V = 1

Figure 4: Observed profiled likelihood scans of kl comparing the full combination of single H
and HH to the combinations of only single H or only HH channels.

The two-dimensional likelihood scan of the kl and kt parameters is shown in Fig. 5. A large de-
generacy of the ggHH cross section with respect to kl and kt limits the HH channels sensitivity
to kl. In that case the constraints on kt come mostly from the contamination of single H events
in the HH enriched categories, and from the H branching ratios dependence on kt , especially
in the H ! gg channel. Instead, the single H combination provides an stringent constraint on
kt , which is fully exploited in the combination of the single H and HH channels.

-1.2 < 𝜿λ < 7.5 @ 95% CL 
-2.3 < 𝜿λ < 7.88 @ 95% CL if 
𝜿2V, 𝜿V, 𝜿f are left unconstrained 

HH alone HH+H

https://www.nature.com/articles/s41586-022-04892-x.pdf
https://cds.cern.ch/record/2882424/files/HIG-23-006-pas.pdf
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Top Quark Mass Measurement
✦ The most precise measurement of the top quark mass is currently 

from a recent Run 1 combination of ATLAS and CMS measurements: 
mt = 172.52 ± 0.33 GeV, with <2‰ precision

๏ The most precisely measured quark mass!

28

6

165 170 175 180 185
 [GeV]tm

ATLAS+CMS  = 7,8 TeVs

ATLAS+CMS combined
stat uncertainty
total uncertainty

 syst) [GeV]± stat ± total (± tmATLAS
  dilepton 7 TeV  1.31)± 0.54 ± 1.42 (±173.79 
  lepton+jets 7 TeV  1.04)± 0.75 ± 1.28 (±172.33 
  all-jets 7 TeV  1.21)± 1.35 ± 1.82 (±175.06 
  dilepton 8 TeV  0.74)± 0.41 ± 0.84 (±172.99 
  lepton+jets 8 TeV  0.82)± 0.39 ± 0.91 (±172.08 
  all-jets 8 TeV  1.02)± 0.55 ± 1.15 (±173.72 

CMS
  dilepton 7 TeV  1.52)± 0.43 ± 1.58 (±172.50 
  lepton+jets 7 TeV  0.97)± 0.43 ± 1.06 (±173.49 
  all-jets 7 TeV  1.23)± 0.69 ± 1.41 (±173.49 
  dilepton 8 TeV  0.94)± 0.18 ± 0.95 (±172.22 
  lepton+jets 8 TeV  0.45)± 0.16 ± 0.48 (±172.35 
  all-jets 8 TeV  0.57)± 0.25 ± 0.62 (±172.32 
  single top 8 TeV  0.93)± 0.77 ± 1.20 (±172.95 

 8 TeVψ  J/  0.94)± 3.00 ± 3.14 (±173.50 
  secondary vertex 8 TeV  1.11)± 0.20 ± 1.12 (±173.68 

  combined  0.41)± 0.25 ± 0.48 (±172.71 

  combined  0.39)± 0.14 ± 0.42 (±172.52 
WGtopLHCATLAS+CMS

  dilepton  0.51)± 0.29 ± 0.59 (±172.30 
  lepton+jets  0.32)± 0.17 ± 0.36 (±172.45 
  all-jets  0.36)± 0.26 ± 0.45 (±172.60 
  other  0.64)± 0.43 ± 0.77 (±173.53 
  combined  0.30)± 0.14 ± 0.33 (±172.52 

total

stat

Figure 1: Comparison of the individual mt measurements and the result of the mt combination.
Also shown are the separate combinations of each experiment and the result of the simultane-
ous combination for the different decay channels, where the “other” category covers the single
top, J/y, and secondary vertex measurements.

inates from including a more precise dilepton measurement at 8 TeV together with the single
top, secondary vertex, and J/y meson measurements, and from including the effect of anticor-
relations of the systematic uncertainties between the input measurements. It was verified that
performing the combinations with a likelihood-based approach [55] gives identical results.

The combination of all 15 input measurements gives

mt = 172.52 ± 0.14 (stat) ± 0.30 (syst) GeV,

which is compared with the input measurements in Fig. 1. The LHC combination has the same
statistical uncertainty as the CMS combination. This is because the figure of merit in BLUE is
the total uncertainty, and the statistical component is a consequence of the optimized weights
in the combination.

The combination achieves an improvement in the total mt uncertainty of 31% relative to the
most precise input measurement. The measurements with the largest weight in the combi-
nation are the CMS 8 TeV lepton+jets (0.34), dilepton (0.12), and all-jets (0.12) results, and the
ATLAS 8 TeV lepton+jets (0.17) and dilepton (0.16) measurements. The hierarchy of the weights
originates from the uncertainty of each measurement, as well as the correlation between mea-
surements. For example, the ATLAS 8 TeV lepton+jets measurement has a higher weight than
the corresponding dilepton measurement, despite having a larger uncertainty. This is because
of the smaller correlation with the precise CMS 8 TeV lepton+jets measurement. The combina-
tion shows good compatibility between the measurements, with c2 = 7.5 and a corresponding

A.6 Numerical details of the combination 17

171 172 173 174 175

 [GeV]ATLAS
tm

171

172

173

174

175

 [G
eV

]
C

M
S

t
m

ATLAS+CMS

WGtopLHC

 = 7,8 TeVs

combination
Simultaneous

68% CL

95% CL

ATLAS

CMS

ATLAS+CMS
CMS
t = mATLAS

t = mLHC
tm

Figure A.1: The simultaneous extraction of the mt measured by ATLAS (mATLAS
t ) and CMS

(mCMS
t ) from a BLUE combination of the 15 input measurements is shown by the star. The solid

ellipses show the regions allowed at 68 and 95% confidence level (CL) by the combination
and are in good agreement with the expectation mATLAS

t = mCMS
t (shown by the black dashed

line). The observed correlation between mATLAS
t and mCMS

t is 0.15. The blue and red lines
and bands show the central values and 68% CL intervals for the individual ATLAS and CMS
combinations, which use the 6 ATLAS and 9 CMS measurements, respectively. In addition,
the central value of the LHC combination, mLHC

t , which assumes mLHC
t = mATLAS

t = mCMS
t , is

shown by the circular marker. The projection of the corresponding diagonal error bar on either
axis represents the total uncertainty mLHC

t .

Table A.1: BLUE weights of the simultaneous ATLAS and CMS combination for each input
measurement. The input measurements are the ATLAS and CMS 7 and 8 TeV mt measure-
ments in the dilepton (“dil”), lepton+jets (“lj”), and all-jets (“aj”) channels, and the CMS 8 TeV
mt measurements in the single top (“t”), secondary vertex (“vtx”), and J/y analysis (“J/y”).
The sum of the ATLAS weights in the CMS combined value is zero, and vice versa. The indi-
vidual weights, however, are different from zero due to the correlation between the different
experiments. The weights are rounded to two decimal places; when the full precision is used,
the weights for each of mATLAS

t and mCMS
t sum to one.

ATLAS CMS
2011 (7 TeV) 2012 (8 TeV) 2011 (7 TeV) 2012 (8 TeV)

dil lj aj dil lj aj dil lj aj dil lj aj t J/y vtx
mATLAS

t <0.01 +0.16 +0.04 +0.33 +0.36 +0.11 �0.05 �0.07 +0.03 +0.03 �0.11 +0.14 �0.03 +0.01 +0.05
mCMS

t �0.04 +0.01 �0.03 +0.04 +0.04 �0.02 �0.10 +0.02 +0.04 +0.18 +0.67 +0.10 �0.04 +0.01 +0.11

ATLAS & CMS PRL 132 (2024) 261902

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.132.261902


 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t C
M

S 
H

ig
hl

ig
ht

s 
- C

or
fu

 2
02

4 
- S

M
 &

 B
ey

on
d

tt Cross Section Measurements
✦ Two recent results from CMS: first measurement of the tt cross section 

at 13.6 TeV in dilepton and l+jets, and at 5.02 TeV in l+jets channels

๏ The former is done using early Run 3 data, while the latter is based on a 

special low-pileup run of 2017

๏ Fit to multiple categories in data is performed to reduce large uncertainty in 

b tagging and lepton efficiency in early data

29
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Figure 4: Observed and predicted number of events in each of the eight categories of the signal
region, before the maximum likelihood fit. The vertical error bars represent the statistical un-
certainty in the data, and the shaded band the experimental and theoretical uncertainty in the
prediction. The lower panels show the data-to-prediction ratio.

Figure 7 shows the impact of the different systematic uncertainties on the signal strength and
the nuisance parameters. The impact is defined as the shift Dr̂ induced in r when the nuisance
parameter q is varied by ±1 standard deviation around the value obtained for it after the fit.
The leading uncertainties are those on the heavy flavour b tagging efficiency, the ME and PS
matching, and the trigger efficiency. Figure 7 also shows the pulls of the nuisance parameters,
(q̂ � q0)/Dq, where q̂ and q0 are the values after and before the fit, and Dq the corresponding
uncertainty before the fit. The uncertainty coming from the heavy flavour b tagging efficiencies
appears as one of the most constrained ones, and it is also quite pulled from the fit.

Alternative tt MC samples generated with mt = 166.5 and 178.5 GeV are used to estimate the
variation in the tt cross section when the top quark mass changes. The cross section varies by
⌥0.34 pb when the top quark mass changes by ±1 GeV.
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Figure 4: Comparison of the number of observed (points) and predicted (filled histograms)
events in the final analysis binning. The predictions are shown before (upper) and after (lower)
fitting the model to the data. The lower panel of each plot displays the ratio of the event
yields in data to the sum of predicted signal and background yields. The vertical bars on
the points represent the statistical uncertainties in the data, while the hatched bands represent
the systematic uncertainty in the predictions, excluding the integrated luminosity. No b jet
efficiency scale factors are applied in the upper plot, and no systematic uncertainty entering
into the hatched bands is intended to cover these factors, which are free parameters in the fit.

CMS JHEP 08 (2023) 204

https://cds.cern.ch/record/2895219/files/TOP-23-005-pas.pdf
https://link.springer.com/content/pdf/10.1007/JHEP08(2023)204.pdf
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tt Candidate at 13.6 TeV
30

A candidate event in which a top quark pair is produced. Each top quark decays to a b 
quark and a W boson. Each b quark produces a jet, shown by the orange cones. One W 
boson decays to a neutrino (not seen) and a muon (shown by the red lines). The other 
W boson decays to a neutrino and an electron (shown by the green line). The missing 
transverse energy from the two neutrinos is represented by the magenta arrow.
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Energy Dependence
✦ Dependence of the tt cross section on √s and a 

summary of 5.02 TeV measurements

31

68

172.5 GeV and aS = 0.118. Summaries of all the individual tt measurements are shown in1552

Fig. 38.1553
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Figure 37: Summary of top quark-antiquark pair cross section measurements by the CMS Col-
laboration in comparison with the theory calculation at NNLO+NNLL accuracy. The Tevatron
measurements are also shown. The lower panel displays the ratio between the different mea-
surements and the theory prediction. The coloured bands represent the theory uncertainty,
while the error bars represent the uncertainty on the measurements.

The precision of most top quark cross section measurements is limited by systematic uncer-1554

tainties. While the initial measurements at 7 TeV were limited by the trigger and selection1555

uncertainties (⇡4%), jet energy scale and b tagging uncertainties (ranging from 7% to 20%),1556

and the signal modelling, namely the choice of factorization and renormalization scales in the1557

LO MC used, the most precise CMS measurements to date achieve a total relative uncertainty1558

of 3.7% (Run 1) [402] and 3.9% (Run 2) [192]. The latter measurements are performed in the1559

eµ final state in which a pure selection of events can be achieved with relatively loose lepton1560

selection requirements. The analysis requires up to two b jets (from the tt decays) and counts1561

the additional jets in the events. Categories are thus defined from the multiplicity of selected b1562

and extra jets.1563

The categorization by b-tagged jet multiplicity facilitates a fit procedure in which the tt cross1564

section and the b-tagging efficiency are measured simultaneously, exploiting the binomial de-1565

pendency of the b-tagged jet multiplicity distribution on the b-tagging efficiency. With this1566

approach, the dominant uncertainties remain in the trigger and lepton selections, as well as the1567

integrated luminosity (⇡2.2%).1568
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Strong Coupling Measurement
✦ A new 13 TeV result from CMS using azimuthal correlations in multijet production

✦ The running of 𝛼S(Q) has been probed at the LHC over nearly 3 orders of magnitude in Q 

and agrees very well with the QCD NLO RGE evolution

✦ Moving toward NNLO/NNLL and N3LO extraction


๏ NNLO extraction from double-deferential inclusive jet cross sections at 13 TeV  
αS(mZ) = 0.1166 ±0.0017 [JHEP 02 (2022) 142 and Addendum JHEP 12 (2022) 035]
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Figure 12 shows the energy dependence predicted by the RGE (dashed line) using the current
world-average value aS(mZ) = 0.1180± 0.0009 [5] together with its associated total uncertainty
(yellow band). The results from the aS(Q) determinations in the four subregions presented in
Table 5 are also shown, along with aS values determined at lower scales by the H1 [90, 93, 94],
ZEUS [95], D0 [11, 12], CMS [14, 17, 18, 22], and ATLAS [21, 24] Collaborations. All results
reported in this study are consistent with the energy dependence predicted by the RGE, and no
deviation is observed from the expected behaviour up to ⇠ 2 TeV.

Table 5: Values of aS(mZ) and aS(Q) determined in four different jet pT fitting subregions
corresponding to an average scale hQi over each pT interval.

pT range (GeV) aS(mZ) hQi (GeV) aS(Q)

360–700 0.1177+0.0104
�0.0067 433.0 0.0967+0.0066

�0.0044

700–1190 0.1162+0.0108
�0.0073 819.0 0.0878+0.0060

�0.0042

1190–1870 0.1159+0.0112
�0.0077 1346.0 0.0830+0.0055

�0.0040

1870–3170 0.1118+0.0110
�0.0070 2081.0 0.0775+0.0051

�0.0034
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Figure 12: Running of the strong coupling aS(Q) (dashed line) evolved using the current
world-average value aS(mZ) = 0.1180 ± 0.0009 [5] together with its associated total uncer-
tainty (yellow band). The four new extractions from the present analysis (Table 5) are shown
as filled red circles, compared with results from the H1 [90, 93, 94], ZEUS [95], D0 [11, 12],
CMS [14, 17, 18, 22], and ATLAS [21, 24] experiments. The vertical error bars indicate the total
uncertainty (experimental and theoretical). All the experimental results shown in this figure
are based on fixed-order predictions at NLO accuracy in pQCD.
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Figure 11: Determination of aS(mZ) from the RDf(pT) ratio with the NNPDF3.1 PDF set (red),
in comparison with previous NLO determinations of aS(mZ) from inclusive jet (magenta), dijet
(green), and multijet (blue) measurements. The horizontal error bars indicate the total uncer-
tainty (experimental and theoretical). The world-average aS(mZ) value is represented by the
vertical dashed black line and its uncertainty by the yellow band.

Table 4: Results for aS(mZ), associated uncertainties, and goodness-of-fit per degree of freedom
(c2/ndof), obtained from the measured RDf(pT) distribution compared with theoretical predic-
tions using different NLO PDF sets.

NLO PDF set aS(mZ) Exp. NP PDF EW Scale c2/ndof

ABMP16 0.1197 0.0008 0.0007 0.0007 0.0002 +0.0043
�0.0042 16/16

CT18 0.1159 0.0013 0.0009 0.0014 0.0002 +0.0099
�0.0067 19/16

MSHT20 0.1166 0.0013 0.0008 0.0010 0.0003 +0.0112
�0.0063 17/16

NNPDF3.1 0.1177 0.0013 0.0011 0.0010 0.0003 +0.0114
�0.0068 20/16
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world-average value aS(mZ) = 0.1180 ± 0.0009 [5] together with its associated total uncer-
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CMS [14, 17, 18, 22], and ATLAS [21, 24] experiments. The vertical error bars indicate the total
uncertainty (experimental and theoretical). All the experimental results shown in this figure
are based on fixed-order predictions at NLO accuracy in pQCD.
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Figure 11: Determination of aS(mZ) from the RDf(pT) ratio with the NNPDF3.1 PDF set (red),
in comparison with previous NLO determinations of aS(mZ) from inclusive jet (magenta), dijet
(green), and multijet (blue) measurements. The horizontal error bars indicate the total uncer-
tainty (experimental and theoretical). The world-average aS(mZ) value is represented by the
vertical dashed black line and its uncertainty by the yellow band.

Table 4: Results for aS(mZ), associated uncertainties, and goodness-of-fit per degree of freedom
(c2/ndof), obtained from the measured RDf(pT) distribution compared with theoretical predic-
tions using different NLO PDF sets.

NLO PDF set aS(mZ) Exp. NP PDF EW Scale c2/ndof

ABMP16 0.1197 0.0008 0.0007 0.0007 0.0002 +0.0043
�0.0042 16/16

CT18 0.1159 0.0013 0.0009 0.0014 0.0002 +0.0099
�0.0067 19/16

MSHT20 0.1166 0.0013 0.0008 0.0010 0.0003 +0.0112
�0.0063 17/16

NNPDF3.1 0.1177 0.0013 0.0011 0.0010 0.0003 +0.0114
�0.0068 20/16
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Top Quark Entanglement
✦ Top quark pair production is an excellent  

laboratory to look for fundamental QM  
effects, such as quantum entanglement


✦ Top quark decays before it hadronizes  
and the spins of the two top quarks and  
their decay products are therefore  
correlated, leading to an entanglement


✦ Explore near-threshold tt production in the dilepton+jets final state

✦ The spin correlation matrix C can be used to define the entanglement 

condition [Peres–Horodecki condition,  
similar to Bell's inequality]


๏ Entanglement marker D = -Tr[C]/3 =  
-3⟨cosφ⟩, where φ is the angle between  
two leptons from the top quark decays  
in the tt rest frame


๏ If D < -1/3, the tt system is entangled34

9

FIG. 5. Left: Statistical deviation from the null hypothesis (D = −1/3) for different assumptions of relative uncertainty on D.
The contour shows the number of measurement uncertainties differing between the measured value of D and the null hypothesis,
n∆. Right: The value of D within the mass window [2mt,Mtt̄]. The LO analytical values are calculated using the methods
presented in this work, while the MadGraph + MadSpin values are calculated numerically by using Monte Carlo simulation.
The horizontal line represents the critical value D = −1/3.

stance, by computing the concurrence). However, inter-
estingly, at the LHC a direct experimental entanglement
signature is provided by the measurable observable

D =
tr[C]

3
= −

1 + δ

3
, (33)

which can be extracted from the differential cross sec-
tion characterizing the angular separation between the
leptons

1

σ

dσ

d cosϕ
=

1

2
(1−D cosϕ) (34)

where ϕ is the angle between the lepton directions in each
one of the parent top and antitop rest frames [see also Eq.
(32)]. This quantity, also represented in Fig. 4c, provides
a simple entanglement criterion since the condition δ >
0 translates into D < −1/3. The concurrence is also
readily measured from D as C[ρ] = max(−1− 3D, 0)/2.
The detection of entanglement is more non-trivial than

could naively be expected since, even though entangle-
ment is present in a wide region of phase space, the sta-
tistical averaging over all possible directions induces the
necessity of a selection in the mass spectrum. This obser-
vation was already evident from the recent measurement
of the CMS collaboration [51], in which it was obtained
D = −0.237 ± 0.011 > −1/3 without any requirements
on the mass window.
Our proposal for the experimental detection of entan-

glement is similar to the quantum tomography protocol
developed in the previous section. The idea is to mea-
sure D from the cross section of Eq. (34), also apply-
ing an upper cut in the invariant mass spectrum. Left
Fig. 5 presents an experimental perspective for the en-
tanglement detection at the LHC. The null hypothesis

is defined to be the upper limit where D does not sig-
nal entanglement, D = −1/3. We represent the number
of measurement uncertainties n∆ differing between the
expected measurement and the null hypothesis,

n∆ ≡ max

[

D + 1/3

∆D
, 0

]

, (35)

as a function of the upper cut in the invariant mass spec-
trum, Mtt̄, and the relative uncertainty, |∆D/D|, where
D is the expected value [computed theoretically from Eq.
(33)] and ∆D the uncertainty of the measurement.
Any measurement with n∆ > 5 implies a detection of

entanglement within 5 statistical deviations (5σ). In par-
ticular, the recent measurement of D above quoted has
a relative uncertainty of 4.6% [51], allowing a measure-
ment of entanglement with more than 5σ. We note high
enough statistics is expected even with hard selection on
the tt̄ invariant mass spectrum. For instance, with a
total integrated luminosity of 139 fb−1, which is the cur-
rent data recorded by the LHC, we deduce that a selec-
tion of [2mt,Mtt̄] with Mtt̄ = 450 GeV leaves ∼ 5 · 104
events [47], accounting for selection efficiency and de-
tector acceptance. For this selection, entanglement can
be measured within 5σ if the relative uncertainty is up
to 6%. Lower selection of Mtt̄ decrease the value of D,
allowing higher relative uncertainties to have similar sta-
tistical significance.
We note that a full estimation of the background pro-

cesses at the LHC is beyond the scope of this work. Nev-
ertheless, the estimation above is done using a result of an
analysis performed by the CMS collaboration [51], while
similar analyses have been performed by the ATLAS and
CMS collaborations [42–50]. Those analyses estimated
the background processes for the suggested measurement

Afik, de Nova, EPJ+ 136 (2021) 907
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Entanglement at Low Mass
✦ Following the first observation of quantum entanglement in the tt system by ATLAS:  

D = -0.547 ± 0.002 (stat) ± 0.021 (syst) [arXiv:2311.07288], recently CMS confirmed this 
result and further showed that the inclusion of the below-threshold toponium resonance 
(a color-singlet pseudoscalar ηt) slightly improves the agreement between the observed 
and predicted entanglement


✦ The entanglement near the threshold (m(tt) < 400 GeV) is observed (expected) with a 
significance of 5.1 (4.7)σ

35
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Figure 9: Summary of the measurement of the entanglement proxy D in data (black filled or
open point) compared with MC predictions including (solid line) or not including (dashed
line) contributions from the h t state. The legend denotes MC predictions without the h t state
with a slash through h t . Inner error bars represent the statistical uncertainty, while the outer
error bars represent the total uncertainty for data. The statistical uncertainty in the MC predic-
tions is denoted by the light shaded region and the total uncertainty, including scale and PDF
uncertainties, is represented by the darker shaded region. The boundary for entanglement is
indicated by the shaded region at D = �1/3.
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Figure 7: Result of the scan of the quantity �2D ln L from a profile likelihood fit as a function
of the parameter of interest D, when including (left) or excluding (right) the h t contribution.
Both results are at parton level and the relevant phase space is indicated in the figures itself.
The region where the tt pairs become separable and not entangled (D > �1/3) is indicated by
the shaded area.

measurement shows that MG5 aMC@NLO (FxFx) describes the data better, since the predictions
by the other two models have some disagreement with the data at the level of one s. While the
observed values tend to be more negative, the predicted values from all three MCs become less
negative owing to the missing effect of the h t contribution. This difference in observed value
originates from the inclusion of h t causing a larger response in the shape of the cos j distribu-
tion at the reconstruction level for a given change in the parton-level shape when compared
with the no spin correlation mixing. Thus, for our specific technique of extracting the entan-
glement of tt pairs, an overestimation of the observed significance would be obtained, if h t
contributions were ignored. It is clearly visible that including the h t signal component reduces
the previously mentioned mild disagreement between data and simulation.

11 Summary
Entanglement is an intrinsic property of quantum mechanics and its measurement utilizes el-
ementary particles to test quantum mechanics. Recently, the ATLAS Collaboration reported
the first observation of entanglement in the top quark-antiquark (tt) system [21] wih a result
indicating slight deviation from MC simulation.

The measurement of the entanglement of tt pairs performed with CMS data exploits the spin
correlation variable D, which at the tt production threshold, and in absence of BSM contribu-
tions, provides access to the full spin correlation information. This result contrasts with the
ATLAS Collaboration’s findings in several key ways. We directly measure entanglement at the
parton level, whereas ATLAS reports their observable at the particle level. Additionally, our
analysis is the first to consider non-relativistic bound-state effects in the production threshold
by including the ground state of toponium, h t , which were not included in the ATLAS result.
Unlike ATLAS, the CMS result is derived from a binned likelihood fit to extract the entangle-
ment proxy, rather than using a calibration curve.
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Fig. 7: Representation of results of Table 2 in the Crr�Cnn

plane. Shaded band: region where CHSH inequality is vi-
olated. Ellipses: 1� contour estimations for the value of
Crr and Cnn after the HL-LHC Run for the three selec-
tions. Stronger cuts move the central value further into
the non–classical region, yet widen the uncertainties. It is
expected [20] that di↵erent entries of the C matrix have
di↵erent statistical uncertainties at the unfolded level, up
to a relative factor of ⇠ 2.

Fig. 8: Distribution of �+�0 following from reconstructed
events and of (� + �0)classical used in the hypothesis test
for �+ �0 > 1, using the weak selection cuts described in
the text.

the LHC Run 2 dataset should be enough to reach a 5�
statistical significance.

On the other hand, assessing the violation of Bell in-
equalities is much more challenging: su�ciently strong cor-
relations are found only for top quarks at very high-pT ,
thereby drastically reducing the available statistics. By
considering only dileptonic final states and ignoring pos-
sibly relevant systematic uncertainties, whose evaluation
goes beyond the scope of this study, we find the statis-

Fig. 9: Fraction of t and t̄ decays that are space-like sep-
arated as a function of mtt̄.

tical significance for a violation to be of order 2� at the
end of the High–Luminosity Run. The need to compare
with theoretical expectations at unfolded level introduces
a significant degradation of the naively estimated sensi-
tivity just based on the share statistics, consistently with
the current sensitivity of spin-correlations measurements
at the LHC.

The analysis strategy presented here is robust and can
be directly implemented by the experimental collabora-
tions. As a cross-check, we also directly employed the test
statistics proposed in Ref. [3] and obtained results which
are consistent with our own method.

Barring the obvious benefits of an increased collider en-
ergy/luminosity, further studies to improve the prospects
could be envisaged. For example, one could consider whether
the limited statistics could be improved by including final
states where only one top quark decays leptonically.
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Entanglement at High Mass
✦ While the entanglement at the threshold is enhanced, especially in the 

presence of a toponium bound state, the two top quarks are mainly 
time-like separated during the decay (as they are non-relativistic)


✦ While entanglement is harder to detect 
at high tt masses, above 800 GeV  
about 90% of events have the two  
top quarks that are space-like  
separated (essentially each has  
β > 0.5), meaning that the two  
decays can't be casually connected


✦ Observing the entanglement in this  
regime is therefore very interesting from  
the quantum information point of view


✦ However, one needs more copious production, so the lepton+jets 
channel is ideal for such a measurement36

Severi et al, EPJC 82 (2022) 285

https://link.springer.com/content/pdf/10.1140/epjc/s10052-022-10245-9.pdf
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Entanglement at High Mass
✦ A new CMS analysis in the lepton+jets channel measured the entanglement at high 

mass for the first time using Run 2 data set

✦ Uses ΔE = -3D > 1 as the entanglement criterion and selects events at high tt mass 

and large scattering angle in the c.o.m. frame, |cosθ| < 0.4

✦ Also defines ΔE crit = f + 3(1 - f),  where f is the fraction of space-like separated 

events

✦ An excess above 1 (ΔE crit) is a measure of entanglement (beyond the one that can 

be explained by a causality connection)

๏ For f = 90%, ΔE crit = 1.2


✦ For m(tt) > 800 GeV and |cosθ| < 0.4,  
observed an excess above 1 of  
6.7 (5.6 expected)σ and an excess  
above ΔE crit = 1.2 of 5.4  
(4.1 expected)σ, thus establishing 
an entanglement beyond causality 
connection


✦ Sensitivity at low masses is not as good  
as in the dilepton channel and only an 
evidence of entanglement is observed

37

CMS PAS TOP-23-007

https://cds.cern.ch/record/2900633/files/TOP-23-007-pas.pdf
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Entangled
38

Entangled top quark pair candidate seen in the 
CMS detector. Each top quark decays to a b 
quark and a W boson and each b quark 
produces a jet (orange cones). One W boson 
decays to a neutrino (not seen) and a muon 
(red line) and the other to two jets (yellow 
cones).

Entangled top quark pair candidate seen in the 
CMS detector. Each top quark decays to a b 
quark and a W boson. Each b-tagged jet is 
represented by the yellow cones. One W boson 
decays to an electron (green line) and a 
neutrino. The other W boson decays to a muon 
(red line) and a neutrino. The neutrinos are not 
seen and the missing transverse energy from 
them is represented by the magenta arrow.

tt → eµbb+MET

tt → µjjbb+MET
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g-2 of the Tau Lepton
✦ Anomalous magnetic moments are fundamental parameters sensitive to new physics


๏ Cf. Paride Paradisi's talk on the muon g-2 saga this afternoon

✦ The magnetic moment of the tau lepton is known rather poorly

✦ New CMS analysis using photon-photon collisions [LHC as a photon collider!]  

in pp running to probe exclusive photoproduction of tau lepton pairs, which is  
sensitive to g-2


๏ Based on the combination of hadronic and leptonic tau decays

๏ Exclusivity is ensured by requiring primary vertex with no more than one extra track


✦ First observation of exclusive ττ production and the most stringent limit on gτ - 2: [-0.0042,0.0062], 
approaching sensitivity to the Schwinger term 𝛼/2𝜋 = 0.00116

39

2

�

�

p0
1p1

p2 p0
2

⌧+

⌧�

�

�

p0
1p1

p2

⌧+

⌧�

�

�

p1

p2

⌧+

⌧�

Figure 1: Production of t lepton pairs by gg fusion. The exclusive (left), single proton dissoci-
ation or semiexclusive (middle), and double proton dissociation (right) topologies are shown.

signal events have mtt > 50 GeV. This phase space has a much lower cross section, but the in-
tegrated luminosity is higher than that of the heavy ion runs. Additionally, BSM effects are en-
hanced at high mass, such that constraints on BSM scenarios with non-SM at and dt values can
be set using both the rate of the signal and its mtt distribution. Outside of LHC experiments,
constraints on at were previously set by the DELPHI, OPAL, and L3 experiments [14–16]. The
best constraint on dt comes from the Belle experiment [17], while the ARGUS, OPAL, and L3
Collaborations also determined confidence intervals [15, 16, 18].

This note presents the first observation of the gg ! tt process in pp collision events, as well
as constraints on at and dt . It is based on pp collision data at

p
s = 13 TeV collected with

the CMS detector in 2016–2018 and corresponding to an integrated luminosity of 138 fb�1. To
select the signal, we apply so-called exclusivity criteria, which rely on the geometry of the
di-t system and on the activity in the tracker part of the detector around the di-t vertex. In
particular, selecting events with no track around the di-t vertex can reduce the backgrounds
by about three orders of magnitude for a signal efficiency around 50%. Such a strategy was
used recently by the ATLAS experiment to observe gg ! WW events in pp collisions [19],
and in earlier searches and measurements at the LHC [2, 20–23]. Four different final states are
used to extract the signal, depending on the decay of the t lepton: eµ, eth, µth, and thth,
where th denotes a t lepton decaying hadronically. Events with two reconstructed muons are
also used to derive corrections to the simulated samples. The visible mass of the t candidates,
mvis, computed as the invariant mass of the visible decay products of the t leptons, is used as
a biased estimator of mtt to extract the significance of the signal and constraints on at and dt .

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal magnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic variables, can be found in Ref. [24].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [25]. The second
level, known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage [26].
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Table 3: Observed and predicted event yields per final state in the signal-enriched phase space
with mvis > 100 GeV and Ntracks = 0. The signal and background yields are the result of the
global fit including all sources of uncertainties.

Process eµ eth µth thth
Z/g⇤ ! tt 3.2 ± 0.5 8.2 ± 1.2 16.6 ± 2.9 18.4 ± 3.1
Z/g⇤ ! ee/µµ — 4.0 ± 1.2 1.2 ± 0.6 —
Jet mis-ID 5.2 ± 0.8 12.3 ± 2.9 15.9 ± 3.6 17.9 ± 2.8
Inclusive VV 2.8 ± 0.3 0.23 ± 0.02 0.33 ± 0.3 —
gg ! ee/µµ — 9.2 ± 2.3 1.3 ± 0.2 —
gg ! WW 2.7 ± 0.6 0.16 ± 0.04 0.4 ± 0.1 —
Total bkg. 13.9 ± 1.3 34.1 ± 4.8 35.7 ± 4.4 36.3 ± 4.2

Signal 9.5 ± 2.0 12.4 ± 2.6 31.6 ± 6.7 26.1 ± 5.8

Total 23.4 ± 1.7 46.5 ± 5.4 67.3 ± 6.8 62.4 ± 6.2
Observed 24 54 57 70
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Figure 11: Observed and predicted Ntracks distributions for events passing the SR selection but
with the relaxed requirement Ntracks < 10 and the additional requirement mvis > 100 GeV, com-
bining the eµ, eth, µth, and thth final states together. The acoplanarity requirement A < 0.015
is applied. The observed data and their associated Poissonian statistical uncertainty are shown
with black markers with vertical error bars. The inclusive diboson background contribution
is drawn together with that of the tt process. The predicted distributions are adjusted to the
result of the global fit performed with the mvis distributions in the SRs, and the signal distribu-
tion is normalized to its best fit signal strength. The lower panel shows the difference between
the observed events and the backgrounds, as well as the signal contribution. Systematic uncer-
tainties are assumed to be uncorrelated between final states to draw the uncertainty band.

10.2 Constraints on the anomalous electromagnetic moments of the t lepton 25
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Figure 13: Measurements of at (left) and dt (right) performed in this analysis, compared with
previous results from the OPAL, L3, DELPHI, ARGUS, Belle, ATLAS, and CMS experiments [9,
10, 24–28]. Confidence intervals at 68 and 95% CL are shown with thick black and thin green
lines, respectively. The SM values of the t anomalous electromagnetic moments, at = 1.2 ⇥
10�3 and dt = �7.3 ⇥ 10�38

e cm, are indicated with the dashed blue lines.
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Figure 14: Expected and observed 95% CL constraints on the real (left) and imaginary (right)
parts of the Wilson coefficients Ct B and CtW divided by L2. The SM value is indicated with a
cross. The blue shaded areas indicate excluded regions.
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No other tracks
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Lepton Flavor Universality Tests
✦ In the SM, couplings of gauge bosons to fermions are 

universal, which is an accidental symmetry of the SM

✦ Recent interest in lepton flavor universality (LFU) 

violation sparkled by the LHCb claims of LFU violation 
in b → sl+l- transitions [by now understood to be due to 
a missing background]

๏ Higgs boson is the only known particle with non-flavor-

universal couplings to leptons

✦ In 2018, CMS mounted a special data parking 

campaign with the goal of putting 1010 unbiased b 
hadron decays on tape, thus enabling the R(K) 

measurement, defined as R(K) =
B± → K±μ+μ−

B± → K±e+e−

41
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5.2.4 The L1 optimization

During an LHC fill, the Linst slowly decreases with time. As a consequence, the number of
pp interactions that occur within the same LHC bunch crossing, the L1 and HLT trigger rates,
and the per-event HLT computational load are all observed to decrease with time. Hence, the
availability of idle resources increases during the ongoing LHC fills, which can be leveraged
by the trigger strategy described here.

The left panel of Fig. 38 shows the evolution of the total L1 trigger rate and pileup as a function
of time during a typical LHC fill in the 2017 pp collisions run, prior to the implementation
of the trigger strategy discussed here. Over a period of 14.5 hours, the pileup value decreases
from 48 to 18 and, correspondingly, the total L1 trigger rate also decreases. At the beginning of
an LHC fill, the L1 system typically operates at a total trigger rate of 90 kHz; towards the end
of an LHC fill, there are up to several tens of kHz of spare-rate capacity available.
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Figure 38: The L1 trigger rate and the amount of pileup as a function of time, shown for repre-
sentative LHC fills during 2017 (left) and 2018 (right). Occasional lower rates are observed due
to transient effects, such as the throttling of the trigger system in response to subdetector dead
time [9]. Changes in the trigger configuration are indicated by vertical green dashed lines.

The new strategy for the L1 system repurposes existing algorithms to identify low-pT muon
candidates with high efficiency and purity. Simple kinematical requirements are used to iden-
tify interesting muon candidates. First, each muon candidate is required to be found centrally
in the detector by satisfying |h| < 1.5, where the L1 muon identification and momentum-
resolution performance is generally optimal; this requirement simultaneously improves the
trigger purity and enhances the fiducial acceptance for the probe-side b hadron decays. Sec-
ond, a variable pT threshold is applied within the range of 12 GeV at Linst = 1.7 ⇥ 1034cm�2s�1

down to 7 GeV at Linst = 0.9 ⇥ 1034cm�2s�1. The threshold is progressively loosened within
this range (via changes in the trigger configuration) as Linst and the pileup decreases. Impor-
tantly, the threshold is tuned to ensure that the L1 system operates close to its design limit, i.e.,
at ⇡90 kHz throughout the LHC fill, but not beyond so as to keep dead time from the subde-
tector readout systems to below ⇡1%. Thus, there is negligible impact on the accumulated Lint
and the wider CMS physics program. While the evolution of the threshold improves the accep-
tance to bb candidates, it also degrades the purity of the data stream from the L1 system. The
average purity (in terms of the fraction of selected events containing a bb candidate, based on
studies of simulated data) is ⇡0.3. The remainder of the events contain muons from the direct
production of charm mesons and their semileptonic decays, muons from kaon or pion decays,
and misidentified muons.

The right panel of Fig. 38 shows the L1 trigger rate as a function of time during a typical LHC fill
in the 2018 pp collisions run. While the average pileup during an LHC fill decreases similarly in
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CMS B Parking Campaign
✦ Set of single-muon triggers to tag a semileptonic b hadron decay on one side and 

record an unbiased probe on the other

✦ Relies on unused L1 resources and increased HLT rate at lower instantaneous 

luminosities


✦ Simultaneously developed a new electron ID for pT as low as 1 GeV (standard one stops 
at 3 GeV)


✦ Purity in b hadrons of ~80% is  
estimated using D*+ meson decays


✦ While it took a while to understand 
these unique data, they are now 
being used for many B physics  
and search analyses42

68

Table 11: Single-muon trigger settings used during a typical LHC fill. The kinematical thresh-
olds are changed when Linst (and consequently pileup) fall below the listed values. Also listed
are the lower-bound thresholds on the tag-side muon pT (L1 and HLT) and IPsig (HLT only),
the corresponding L1 and HLT peak trigger rates, and the HLT data stream purity estimated
from simulated events. No dedicated trigger is enabled at the start of each LHC fill when Linst
is typically above 1.7 ⇥ 1034cm�2s�1.

Linst Pileup L1 µ pT HLT µ pT HLT µ Peak L1 Peak HLT Purity
[1034cm�2s�1] [GeV] [GeV] IPsig rate [kHz] rate [kHz] [%]

2.0 54.0 — — — — — —
1.7 45.9 12 12 6 20 1.5 92 ± 5
1.5 42.8 10 9 6 30 2.8 87 ± 4
1.3 35.1 9 9 5 32 3.0 86 ± 4
1.1 29.7 8 8 5 43 3.7 83 ± 4
0.9 24.3 7 7 4 53 5.4 59 ± 3
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Figure 40: HLT trigger rates and the number of pileup events shown as a function of time dur-
ing a representative LHC fill in 2018. The rates for the promptly reconstructed core physics
(black solid markers) and B parking (blue open markers) data streams are shown separately.
Occasional lower rates are observed due to transient effects, such as the throttling of the trig-
ger system in response to subdetector dead time [9]. Changes in the trigger configuration are
indicated by vertical green dashed lines.

from the production mode B0 ! D⇤+µ�n and the subsequent decay chain D⇤+ ! D0p+
soft !

(K�p+)p+
soft, where psoft indicates a low-momentum pion. The decay mode via the D⇤+ state

is chosen for the purity measurement because of its large branching fraction and the fully re-
constructable D⇤+ decay chain.

The method relies on extracting the number of D⇤+ candidates by exploiting the mass differ-
ence between the reconstructed D⇤+ and D0 candidates, as shown in Fig. 41. The value of
Dm = m(K�p+p+

soft)� m(K�p+) is expected to peak at the mass difference between the D⇤+

and D0 mesons if the kaon and muon candidates have same-sign charges, whereas a smooth
combinatorial background shape is expected for opposite-sign charges.

In order to identify the B0 ! D⇤+µ�n decay, the muon responsible for the positive trigger de-
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Figure 41: Mass difference between reconstructed D⇤+ and D0 candidates from the production
mode B0 ! D⇤+µ�n and the subsequent decay chain D⇤+ ! D0p+

soft ! (K�p+)p+
soft.

Events containing kaon and muon candidates with same-sign (opposite-sign) charges are indi-
cated by solid (open) markers.

cision and neighboring charged-particle tracks are considered. A candidate D0 ! K�p+ decay
is identified by considering pairs of oppositely charged tracks that form a vertex. The leading
(subleading) track is required to satisfy pT > 5(3)GeV and quality criteria, and the vertex is
subject to both displacement and quality criteria. The particle track with the same (opposite)
electrical charge as the muon is assigned the mass of the kaon (pion). Only D0 candidates with
a reconstructed mass within a ±30 MeV (corresponding to a ±3s) window of 1.86 GeV [97] are
selected for further consideration. Finally, a candidate D⇤+ ! D0p+

soft decay is identified by
combining the selected D0 candidate with a “soft” pion candidate (pT > 300 MeV).

The number of B0 ! D⇤+µ�n decays is obtained by performing a binned maximum likelihood
fit to the mass difference distribution obtained from data using Gaussian and second-order
polynomial functions for the same-sign and opposite-sign charge hypotheses, respectively. The
yield obtained from the fit is then corrected to determine the number of bb candidates Nbb
contained in the data sample by accounting for differences in the fiducial acceptances and re-
construction efficiencies determined from simulation, and branching fractions for the b ! µX
decay and the B0 ! D⇤+µ�n decay chain. The procedure yields Nbb ⇡ 9 ⇥ 109 with an as-
sociated uncertainty of 5%. Given that the number of recorded LHC events is 11.9 ⇥ 109, the
purity obtained from data is Pbb = 0.75 ± 0.04, which agrees with the estimate obtained from
simulation.

5.2.7 Data parking and processing

The B parking data are not transferred immediately to the permanent data processing center,
but, instead, are temporarily stored in local buffers at the CMS experimental site and later
transferred unprocessed to permanent tape storage. The buffers are capable of handling a total
data throughput of 2 GB/s, limited by the maximum data transfer rate achievable from the
buffer to the tape resources. The effective limit on data throughput is higher because of the
LHC inter-fill downtime; for instance, a total of 3 GB/s when averaged over the timescale of
a week. Hence, a throughput of 2 GB/s can be sustained for the B parking data stream, in
addition to an allocation of 1 GB/s for the core CMS physics streams. Tape storage resources,
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Figure 42: The left panel shows the p
gen
T spectra of the leading and subleading electrons (dashed

and solid green histograms) from B+ ! K+e+e� decays, and the efficiency to identify genuine
electrons as a function of p

gen
T for PF (solid red squares) and low-pT electron candidates (solid

blue circles). Efficiencies for the low-pT electron candidates that satisfy an ID score threshold,
tuned to give the same misidentification probability as for PF electron candidates, are also
shown (open markers). The right panel shows the performance of the PF (solid red square)
and low-pT (solid blue circle) reconstruction algorithms and their corresponding ID algorithms
(curves). The efficiencies and misidentification probabilities are determined relative to charged-
particle tracks obtained from simulation, for both B+ ! K+e+e� decays and background
processes, and satisfying pT > 2 GeV and |h| < 2.5.

ferences in the momentum measurements determined at the innermost and outermost layers
of the tracker systems. The set of variables considered is analogous to that used by the ID
algorithms reported in Ref. [39]. A simplified version of the GSF track fit, with a reduced set
of parameters, is used, which is then compared with the nominal tracking fit algorithm based
on the Kalman filter [34]. The seeding logic is carefully tuned to balance signal-to-background
discrimination performance against computational load. One BDT uses a kinematically ag-
nostic approach that exploits only the aforementioned variables. The other BDT provides a
kinematically aware model that also uses the pT, h, and the transverse impact parameter sig-
nificance dxy/sdxy

of the electron candidate to discriminate between genuine signal electrons
from B+ ! K+e+e� decays and misidentified electrons from background physics processes.

In order for the reconstruction to proceed to the next stage, the seeding logic requires the score
produced by each BDT to satisfy an independent threshold value. The full GSF-based track fit is
subsequently performed on each electron seed to determine the optimal track parameters. The
resulting trajectory is used to identify a spatially compatible energy cluster in the ECAL that
is assumed to be the electromagnetic shower from the incident electron. Additional clusters
of energy that are spatially compatible with the expected position of bremsstrahlung photons
within the ECAL are associated with the original cluster to form a super cluster. The logic is
tuned to ensure that the electron seeds are promoted to electron candidates with high efficiency
(>95%). The associated cost of high-rate particle misidentification is mitigated in the next stage.

The final stage of the low-pT algorithm aims to differentiate between genuine electrons and
misidentified particles with the highest possible performance. A further BDT model takes in-
formation from all the preceding stages, namely the seeding, GSF-based tracking, and super-
clustering algorithms. An expanded set of input variables is used relative to the seeding BDTs,
such as improved track parameter estimates from the full GSF-based tracking stage, and vari-
ables that test for consistency between the supercluster substructure and a bremsstrahlung
energy-loss pattern. The BDTs are trained with a simulated sample of B+ ! K+e+e� events

CMS arXiv:2403.16134

https://arxiv.org/pdf/2403.16134
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R(K) Measurement
✦ Despite a very large sample, it's a difficult 

analysis with many backgrounds

✦ The efficiency for the signal in the electron 

channel is therefore small, despite all the 
improvements


✦ Normalize to the B± → K±J/ѱ(l+l-) channel with 
established LFU to reduce the uncertainties


✦ The electron channel uses PF-PF and PF-LP 
electron combinations, but the signal yield is 
only ~20 events


✦ Still managed to keep all the backgrounds 
under control and measure R(K) = 0.78+0.46-0.23


✦ Similar to the BaBar precision
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Table 4. Fit functions used for signal and background sources in each q2 bin in the muon channel. The—symbol indicates this background
is not included in this region.

Process B+ → K+µ+µ− B+ → J/ψ(µ+µ−)K+ B+ → ψ(2S)(µ+µ−)K+

Signal DCB + Gaussian Sum of 3 Gaussians DCB + Gaussian
Comb. & other b bkg. Exponentiala Exponential Exponential
B+ → K∗(892)0/+X DCB (+ expon.) DCB + exponential DCB + exponential
B+ → π+X DCB DCB DCB
B+ → J/ψ(µ+µ−)K+ DCB (nearby q2) — —
B+ → ψ(2S)(µ+µ−)K+ DCB (nearby q2) — —
a In the last q2 bin the exponential function is multiplied by mK+µ+µ− −mµ+µ− −m+

K to account for the phase space
suppression.

Table 5. Signal yields in the muon channel in the low-q2 bin and resonant CRs.

Channel q2 range [GeV2] Yield

B+ → K+µ+µ− 1.1–6.0 1267 ± 55
B+ → J/ψ(µ+µ−)K+ 8.41–10.24 728 000 ± 1000
B+ → ψ(2S)(µ+µ−)K+ 12.60–14.44 68 300 ± 500

Figure 3. Results of an unbinned likelihood fit to the K+µ+µ− invariant mass distributions in the low-q2 bin (upper), and in the
B+ → J/ψ(µ+µ−)K+ (lower left) and B+ → ψ(2S)(µ+µ−)K+ (lower right) CRs. The error bars show the statistical uncertainty in data.
The lower panels show the distribution of the pull, which is defined as the Poisson probability to observe the number of event counts in data,
given the fit function, expressed in terms of the Gaussian significance.

The functions used in the fit are summarized in table 4. The
results of the unbinned maximum likelihood fit, with the sys-
tematic uncertainties represented by the nuisance parameters

in the likelihood with Gaussian priors, are shown in table 5 and
figure 3 for the low-q2 bin and resonant CRs and in table 10
and figures A3–A4 for the simultaneous fit.

10
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Figure 4. The K+e+e− invariant mass spectrum with the results of the fit shown with the red line in the low-q2 region (upper row),
B+ → J/ψ(e+e−)K+ CR (middle row), and B+ → ψ(2S)(e+e−)K+ CR (lower row) for the PF-PF (left column) and PF-LP (right
column) categories. The shoulder below the nominal B+ meson mass for the ψ(2S) CR is due to the narrow q2 range in this bin compared
to the size of the radiative tail. Notations are as in figure 3.

• Operating below the trigger plateau: the uncertainty in the
trigger turn-on effects was estimated by repeating the meas-
urement after tightening the offline requirements. The cor-
responding uncertainty is 1.3%.

• Uncertainty in the FONLL SFs: simulated events are
reweighted in pT and rapidity of the B candidate according
to the FONLL predictions. The corresponding uncertainty is
0.9%.

• Parameterization of the background function in the B+ →
J/ψ(µ+µ−)K+ CRfit: the uncertainty is estimated the same
way as in the SR. The effect is 0.6%.

• Description of the J/ψ meson radiative tail: events in the
B+ → J/ψ(µ+µ−)K+ channel are selected using a fixed q2

window. A mismodeling of the tail can lead to an incorrect
calculation of efficiency. This effect is estimated by repeat-
ing the measurement in a larger q2 window, by relaxing the
lower boundary from 2.9 to 2.8GeV. The effect is 0.5%.

• Pileup: the pileup profile is reweighted using a ±4.6% vari-
ation in the total inelastic pp cross section [75]. The corres-
ponding uncertainty is 0.4%.

• Parameterization of the signal shape in the low-q2 B+ →
K+µ+µ− fit: the uncertainty due to the signal description is

12
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Figure A5. Correlation matrix for the differential branching fraction extraction between different q2 bins in the simultaneous fit.

Figure A6. Summary of R(K) measurements from BaBar [12], Belle [15], and LHCb [9, 19, 20] experiments, as well as the present CMS
measurement. The pink data points of the first three LHCb measurements were superseded by the latest one, shown as the red point.

A.2. R(K) measurement formalism

The experimentally accessible equivalent of equation (2) can
be written as follows, using the event yields N from the fits to
the B candidate mass spectra and the products of acceptances
and efficiencies (Aϵϵtrig in the muon channel and Aϵ in the
electron channel):

R(K) =

(
NB+→K+µ+µ−/NB+→J/ψ(µ+µ−)K+

NB+→K+e+e−/NB+→J/ψ(e+e−)K+

)

×
(

(Aϵ)B+→K+e+e− /(Aϵ)B+→J/ψ(e+e−)K+

(Aϵϵtrig)B+→K+µ+µ− /(Aϵϵtrig)B+→J/ψ(µ+µ−)K+

)
.

(A.1)

21
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Next Steps
✦ Also, measured the differential branching fraction in q2 = m(μ+μ-)2 

with the precision similar to the world average

๏ Confirmed the LHCb observation that the muonic branching fraction is 

suppressed compared to the SM predictions

๏ Caveat: poorly known contributions from charm loops could be the 

reason


✦ Based on the experience with the first R(K) analysis, reoptimized 
the trigger for 2022-2023 data taking, with the goal to increase the 
signal yield by an order of magnitude

๏ The analysis is ongoing; expect results in early 2025
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Table 10. The B+ → K+µ+µ− branching fraction,
d(B(B+ → K+µ+µ−)/q2 integrated over the specified q2 range,
for the individual q2 bins.. The uncertainties in the yields are
statistical uncertainties from the fit, while the branching fraction
uncertainties include both the statistical and systematic components.

q2 range Branching fraction
(GeV2) Signal yield (10−8)

0.1–0.98 260± 20 2.91± 0.24
1.1–2.0 197± 19 1.93± 0.20
2.0–3.0 306± 23 3.06± 0.25
3.0–4.0 260± 21 2.54± 0.23
4.0–5.0 251± 23 2.47± 0.24
5.0–6.0 264± 27 2.53± 0.27
6.0–7.0 267± 21 2.50± 0.23
7.0–8.0 256± 23 2.34± 0.25
11.0–11.8 207± 19 1.62± 0.18
11.8–12.5 172± 16 1.26± 0.14
14.82–16.0 272± 20 1.83± 0.17
16.0–17.0 246± 17 1.57± 0.15
17.0–18.0 317± 19 2.11± 0.16
18.0–19.24 242± 19 1.74± 0.15
19.24–22.9 158± 19 2.02± 0.30

Figure 5. Comparison of the measured differential
B+ → K+µ+µ− branching fraction with the theoretical predictions
obtained using hepfit, superIso, flavio, and eos packages. The
hepfit predictions are available only for q2 < 8GeV2.

figure 5. The measured differential branching fraction of the
B+ → K+µ+µ− decay is generally lower than the theoretical
predictions for q2 < 17GeV2, which is consistent with the res-
ults reported by LHCb [23, 24].

8.2. Measurement of the integrated B(B+ → K+µ+µ−)

The low-q2 region is especially interesting because it is not
affected by higher-mass resonances and their interference
effects. Consequently, the branching fraction of the B+ →
K+µ+µ− decay in this q2 region can be measured with rel-
atively little theoretical dependence, using equation (4) over
the [1.1,6.0]GeV2 q2 range. In this range, the acceptance

Table 11. Comparison of the B(B+ → K+µ+µ−) branching
fraction measurement in the low-q2 range and the theoretical
predictions based on the eos, flavio, superiso, and hepfit
packages.

B(B+ → K+µ+µ−)[1.1,6.0]GeV2

Source (10−8)

Measurement 12.42± 0.68
eos 18.9± 1.3
flavio 17.1± 2.7
superiso 16.5± 3.4
hepfit 19.8± 7.3

times efficiency is essentially independent of the q2 value,
as shown in figure A1. Therefore, any dependence on the-
ory can only arise from residual differences in the kinematic
distributions of the final-state particles between theory and
data. Since the acceptance times efficiency is evaluated using
events generated with the evtgen B+ → K+µ+µ− model
(discussed in section 4.2), which has been tuned using e+e−

experimental data, as well as lattice calculations, any such
residual differences are expected to be minimal. The resulting
measurement is

B
(
B+ → K+µ+µ−) [1.1,6.0] GeV2

= (12.42± 0.54(stat)± 0.11(MC stat)± 0.40(syst))

× 10−8 = (12.42± 0.68)× 10−8. (5)

This result is consistent with the present world-average value
of (12.6± 1.2)× 10−8 [4] in a very similar range, 1.0< q2 <
6.0GeV2, and has a 40% smaller uncertainty. It is also consist-
ent with and has a similar uncertainty as the LHCb measure-
ment [24] in the 1.1< q2 < 6.0GeV2 range, (11.86± 0.68)×
10−8, which presently dominates the world-average value.
(The larger uncertainty in the world-average value is due to
a SF of 1.9 introduced to address the tension between the
individual results.) The comparison between our measurement
and the theoretical predictions described above is shown in
table 11. All of the theoretical estimates are higher than our
measurement in the low-q2 region.

In order to determine the integrated B(B+ → K+µ+µ−),
the result of equation (5) must be divided by the fraction
of events in the low-q2 bin. This fraction cannot be taken
directly from data because of the interference effects and
resonant contributions. Two theoretical models are used to
obtain the differential branching fraction distribution in the
full q2 range, based on the flavio and superiso packages. The
resulting B(B+ → K+µ+µ−) integrated branching fractions
are 43.5± 1.9(stat)± 0.4(MC stat)± 1.4(syst) = 43.5± 2.4
(flavio) and 43.9± 1.9(stat)± 0.4(MC stat)± 1.4(syst) =
43.9± 2.4 (superiso), where the theoretical model uncer-
tainty is not included. Both results are in good agreement
with the world-average value of (45.3± 3.5)× 10−8 [4], as
well as with the LHCb measurement of (43.7± 2.7)× 10−8

that explicitly subtracts various resonant contributions [84].
For the calculation of the integrated branching fraction
B(B+ → K+µ+µ−), only flavio and superiso are used

15
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Angular Analysis of the B → K*µµ Decay

✦ Completed the Run 2 analysis of angular 
distributions in the B0 → K*0μ+μ- decays, where a 
tension with the SM predictions has been observed 
by LHCb


✦ The analysis is done via a  
3D fit to three decay angles 
and the K+𝜋-μ+μ- invariant  
mass in bins of q2 = m(μμ)2


✦ Eight angular coefficients:  
FL, P1-P3, P4'-P6', P8' are  
extracted
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Figure 2: Mass and angular distributions for 4.3 < q
2 < 6 GeV2. The projections of the total

fitted distribution (in blue) and its different components are overlaid. The signal is shown by
the red dashed line, and the background by the orange line.

Fit example in the 4.3 < q2 < 6 GeV2 bin
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B0 → K*0µ+µ- Results
✦ While most of the coefficients agree with the SM, 

P5' shows a sizable deviation, similar to the LHCb 
claim
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Figure 3: Measurements of the angular parameters versus q
2. The inner vertical bars represent

the statistical uncertainties, while the outer vertical bars give the total uncertainties. The hori-
zontal bars show the bin widths. The vertical shaded regions correspond to the J/y and y(2S)
resonances. The data are compared to two sets of predictions based on flavio [33] and EOS [34]
libraries, averaged in each bin.

7. Results 11

0 2 4 6 8 10 12 14 16
)2 (GeV2q

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1LF

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

1P

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

2P

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

3P

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1.5−

1−

0.5−

0

0.5

1

1.5

4P'

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

5P'

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

6P'
 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

0 2 4 6 8 10 12 14 16
)2 (GeV2q

1−

0.5−

0

0.5

1

8P'

 (13 TeV)1−140 fbCMS Preliminary

flavio prediction

EOS prediction

Data

flavio prediction

EOS prediction

Data

Figure 3: Measurements of the angular parameters versus q
2. The inner vertical bars represent

the statistical uncertainties, while the outer vertical bars give the total uncertainties. The hori-
zontal bars show the bin widths. The vertical shaded regions correspond to the J/y and y(2S)
resonances. The data are compared to two sets of predictions based on flavio [33] and EOS [34]
libraries, averaged in each bin.
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CMS vs LHCb
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Figure 3: The two-dimensional one, two, and three standard deviations contours in the fs-DGs
plane for the combined results. The contours take into account both statistical and system-
atic uncertainties. The SM prediction is represented by the black rectangle, with the central
value indicated with the black diamond [2, 3, 63]. The dashed line indicates the fs = 0 value,
corresponding to no CPV in the B0

s meson decay/mixing interference.

ing methods. This novel framework achieves excellent performance by leveraging informa-
tion from both opposite-side and same-side techniques, corresponding to a tagging power of
⇡5.6%.

The CPV phase fs is measured to be �73 ± 23 (stat) ± 7 (syst) mrad. In addition, the decay
width and absolute mass differences DGs and Dms between the light and heavy B0

s mass eigen-
states, their average decay width Gs, and the direct CP violation parameter |l|, have been
measured. All measured values are in agreement with their theoretical predictions and world-
average values. The results presented in this Note are combined our previous measurement
at

p
s = 8 TeV [11], yielding fs = �74 ± 23 mrad, consistent with the SM prediction and in-

dicating evidences for CPV in B0
s ! J/y K+K�. The combined results superseed those from

the previous CMS measurements and are comparable in precision to the world’s most precise
single measurements, reported by the LHCb Collaboration [17].
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CP Violation in Bs → J/ѱφ Decays
✦ CP violation (CPV) is one of three Sakharov conditions for 

creation of matter-antimatter asymmetry in the universe

✦ Recent result from CMS is based on the most performant 

flavor tagger to date, allowed to establish CPV in  
Bs → J/ѱφ decays

๏ New tagger, based on DNNs  

achieved unprecedented  
tagging efficiency of 55.9%  
with the dilution factor of 10%,  
for a tagging power of 5.6%


✦ The result is consistent with the 
SM and LHCb measurement,  
and established for the first time  
>3σ evidence for the CPV phase φs to be non-zero
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sin2θW Measurement
✦ New measurement of effective weak leptonic mixing angle sin2θlef using Z(l) 

events

✦ Long-standing tension between the LEP and SLC results: 0.23221 ± 0.00029 (LEP, 

FB asymmetry) and 0.23098 ± 0.00026 (SLD, LR asymmetry), which differ by 3.2σ

๏ Current prediction from global EW fits sin2θlef = 0.23155 ± 0.00004


✦ Measurement is performed using leptonic angular distributions θ in the Collins-
Soper frame and calculating FB asymmetry weighted by y and cosθ


๏ The analysis is done in both e and μ channels, with the electron |η| coverage up to 4.36 
(HF calorimeter)


๏ An alternative method is using an unfolded A4 coefficient

๏ Several sets of PDFs are considered

๏ sin2θlef = 0.23157 ± 0.00031 (AFB, CT18Z)

๏ In between LEP and SLD, similar precision

49
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Figure 9: Values of sin2 q`eff measured with the A
w
FB, A4, and cos qCS fits, in each of the four

channels using the full 2016–2018 sample (upper) and in each of the four data-taking periods
combining the four channels (lower), always with the CT18Z PDF set. The “comb” band shows
the result for all channels and runs combined. For the A

w
FB results, the magenta bands show the

combined statistical and experimental systematic uncertainties, and the black bars represent
the total uncertainties.

Table 7: Values of sin2 q`eff (in units of 10�5) obtained by fitting the measured A
w
FB or unfolded

A4, for seven PDF sets, combining the four channels and using the full 2016–2018 sample.

PDF A
w
FB (816 bins) A4 (63 bins)

c2
min sin2 q`eff c2

min sin2 q`eff
NNPDF31 nnlo as 0118 hessian [63] 725 23 121 ± 29 59 23 120 ± 30
NNPDF40 nnlo as 01180 hessian [63] 731 23 133 ± 24 63 23 133 ± 25
MSHT20nnlo as118 [64] 736 23 123 ± 30 71 23 120 ± 32
CT18NNLO [47] 728 23 170 ± 35 62 23 170 ± 36
CT18ZNNLO [47] 731 23 157 ± 31 61 23 155 ± 32
CT18ANNLO [47] 730 23 167 ± 28 64 23 167 ± 28
CT18XNNLO [47] 729 23 173 ± 30 62 23 177 ± 30

CMS  (2016-2018, 13 TeV)-1138 fb

0.23 0.232 0.234
l
effθ2sin

CT18ZFB
wA

4A
FB
wA

 (no-prof)FB
wA

NNPDF31
NNPDF40

MSHT20
CT18

CT18Z
CT18A
CT18X

Figure 10: Values of sin2 q`eff measured with the A
w
FB and A4 fits, for seven PDF sets, combin-

ing the four channels and using the full 2016–2018 sample. The orange line and yellow band
correspond to the result obtained with the CT18Z PDFs. The red open squares are the results
obtained without profiling the corresponding PDF uncertainties. For the A

w
FB results, the cyan

bands show the PDF uncertainties and the black bars represent the total uncertainties.

In addition, the sin2 q`eff based on unfolded A4 is obtained by using XFITTER open-source code [65,
66]. This tool facilitates the reinterpretation of the measurements in case the PDF sets or the the-
oretical models are updated, as well as the combination of sin2 q`eff values reported by different
experiments. These results are based on a recent version of the POWHEG-Z ew program [55]
(svn revision 4049), which corrects a problem affecting the code used to obtain the results pre-
sented in the previous sections (svn revision 3964). The main difference is that, with the new
code, the predictions obtained with the complex mass scheme and the pole scheme are much
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Figure 11: Comparison of the sin2 q`eff values measured in this analysis with previous measure-
ments [1, 9–12, 14] and the result of a SM global fit [2].
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2
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Figure 12: The A4 coefficient obtained with the latest POWHEG-Z ew version [55] for the nomi-
nal configuration (upper panel) and its variations when changing input options (lower panel).
No lepton kinematic selection criteria are applied.

closer to each other, as illustrated in Fig. 12.

The value of sin2 q`eff is determined in a profiling analysis, by minimising the c2 function

c2(bexp, bth) =
Ndata

Â
i=1

(sexp
i

+ Âj Gexp
ij

b j,exp � sth
i
� Âk Gth

ik
bk,th)

2

D2
i

+ Â
j

b2
j,exp + Â

k

b2
k,th.

The correlated experimental (theoretical) uncertainties are included in the nuisance vector bexp
(bth) and their impact on the measured distributions (theory predictions) is described by the
matrix Gexp (Gth). The index i runs over all Ndata = 63 data points of the (|Y|-M) double-
differential A4 measurement, combining the four detection channels and using the four data-
taking periods, whereas the j and k indices correspond to the experimental and theoretical
uncertainty nuisance parameters, respectively. The measurements and the uncorrelated ex-
perimental uncertainties are represented by s

exp
i

and Di, respectively, whereas the theoretical
predictions are denoted by sth

i
. The information in the experimental covariance matrix of the

CMS arXiv:2408.07622

https://arxiv.org/pdf/2408.07622
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Resolving f0(980) Puzzle
✦ For the first time, heavy ion collisions were used to probe the particle content of a potentially 

exotic state

✦ Since the 60-ies, the f0(980) state, which is rather broad was speculated to be a tetraquark 

candidate, a molecular state, or an ordinary meson

✦ This is possible through the coalescence picture of bound state formation in nuclear collisions


๏ Bound states are formed from particle with similar momenta and spatial positions

๏ The elliptic flow of a state thus inherits the elliptic flow of the constituents, v2(pT) ≈ nqv2,q(pT/nq)


✦ Consequently, measuring the elliptic flow of a specific state can tell how many quarks it contains

✦ CMS measurement excluded nq = 4 over nq = 2 by 7.7σ, thus solving a half-a-century old puzzle! 

[Submitted to Nature Comm.]
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 < 250)trkN ≤ = 8.16 TeV (185 NNspPb, CMS

Figure 3: NCQ scaling of elliptic anisotropy. The v
sub
2 /nq of the f0(980) state (for the nq = 2

and 4 hypotheses) as a function of KET/nq, compared with those of K0
S, L, X�, and W strange

hadrons [50] in high-multiplicity pPb collisions. The error bars show statistical uncertainties
while the shaded areas represent systematic uncertainties. The red curve is the NCQ scaling
parameterization of the data for K0

S, L, X�, and W hadrons given by Eq. (3).

tions. Details about the log-likelihood ratio can be found in the Methods section. The measured
value is shown by the red arrow in Fig. 4, together with the distributions of the log-likelihood
ratio from pseudo-experiments. The f0(980) v

sub
2 values are generated according to the NCQ

scaling under the nq = 2 and 4 hypotheses, with a Gaussian smearing to account for the un-
certainties. The extracted significance of the nq = 2 hypothesis over the nq = 4 hypothesis is
7.7s in the pT < 10 GeV/c range. As shown in Fig. 3, the NCQ scaling range as delineated by
the K0

S data extends up to pT/nq of 4 GeV/c, whereas for the baryons it is restricted to about
2.5 GeV/c. For the nq = 2 hypothesis, our high-pT data start falling out of the measured NCQ
scaling pT/nq range; for the nq = 4 hypothesis, however, our data are within that range. Con-
sequently, we extract significance values also for two restricted-pT ranges: pT < 8 and 6 GeV/c.
The exclusion significances of the nq = 4 vs. 2 hypotheses in these ranges are 6.3 and 3.1s,
respectively.

The KK molecule, if produced by the coalescence of two kaons, would possess the same v2
as that of a tetraquark, and is thus practically also ruled out. It is unclear what v2 a hybrid
qqg state would attain in pPb collisions because the NCQ scaling has been tested only with
ordinary hadrons. If the constituent gluon behaves just like the constituent (anti)quarks, the
v2 of a hybrid qqg state would scale as nq = 3. Such a state would be ruled out with a 3.5s
significance using the pT < 8 GeV/c range, in which the NCQ scaling is adequately measured
for the nq = 3 case.

The c2 quantity is calculated between the vn,q data of the f0(980), with floating nq, and the
NCQ curve in KET/nq in Fig. 3, with the covariance matrix taking into account correlations
among uncertainties. Scans of c2 versus nq are performed, as detailed in the Methods section.
Using f0(980) data within the pT < 6 GeV/c range (a conservative choice, which ensures that
the NCQ scaling holds for the nq = 2 hypothesis, given that pT/nq < 3 GeV/c), the preferred

7
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Figure 4: Exclusion significance from nq = 4. The log-likelihood ratio distributions for the
nq = 2 and 4 hypotheses from pseudo-experiments, together with the measured value for the
f0(980) state in the 0 < pT < 10 GeV/c range.

nq value of the f0(980) is found to be nq = 2.40 ± 0.40. Assuming the NCQ scaling extends
beyond pT/nq ⇠ 3 GeV/c, the preferred nq values of 2.10 ± 0.24 and 2.07 ± 0.21 are extracted
in the pT < 8 and 10 GeV/c ranges, respectively. Indeed, the nq = 2 hypothesis for f0(980) is
consistent with the NCQ scaling from the other hadrons, with c2 = 4.7 for the 5 data points.
Contrary to that, the nq = 4 hypothesis is inconsistent with the data, as evident from the
corresponding c2 = 58, with a Gaussian p-value of 3 ⇥ 10�11. Consequently, we report a
strong evidence for the qq quark content of the f0(980) state.

5 Summary
The f0(980) state is observed in the p+p� invariant mass distribution of high-multiplicity
proton-lead collisions at

p
s

NN
= 8.16 TeV, using data collected by the CMS experiment in 2016

and corresponding to an integrated luminosity of 186 nb�1. The elliptic flow anisotropy v2 of
the f0(980) state is measured as a function of pT up to 10 GeV/c, with respect to the second-order
harmonic plane reconstructed from forward/backward energy flow. After subtracting the non-
flow contamination, evaluated from K0

S measurements, we obtain the corrected v
sub
2 observable.

By comparing the f0(980) v
sub
2 to those of K0

S, L, X�, and W under the number-of-constituent-
quarks scaling hypothesis, we rule out the hypotheses that the f0(980) is a tetraquark state or
a KK molecule, in favor of an ordinary qq meson hypothesis, at 7.7 standard deviations (6.3
or 3.1 standard deviations, respectively, if only a restricted range of pT < 8 or 6 GeV/c is con-
sidered). The f0(980) data in the pT < 8 GeV/c range are found to disfavor a quark-antiquark-
gluon hybrid state at 3.5 standard deviations. The number of constituent quarks of the f0(980)
state, as extracted from a fit to the v

sub
2 data, is consistent with the value of 2, characteristic of

an ordinary meson. Consequently, we find strong evidence that the f0(980) hadron is a normal
quark-antiquark state. We believe that the results reported in this paper present a clear solution
to a half-a-century-old puzzle.
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Speed of Sound in QGP
✦ Based on using thermodynamic equation in heavy ion  

collisions to extract speed of sound cs in the QGP using  
its equation of state: cs2 = dP/dε, where P is pressure and 
ε is energy density


✦ Relies on a novel method [Gardim et al.,  
PLB 809 (2020) 135749] of connecting dP/dε in heavy ion  
collisions with nearly 0 impact parameter with the change  
in the average pT of charged particles as a function of their  
multiplicity Nch


✦ In practice normalize both ⟨pT⟩ and Nch to their average  
values in a reference sample [0-5% centrality]


✦ The precision achieved is a factor of 2 better than in previous extractions
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Figure 1: Conceptual representation of temperature vs. entropy density from mid-central to
ultra-central heavy ion collisions.

on fundamental thermodynamic laws,

c
2
s =

dP

d#
=

sdT

Tds
=

dhpTi/hpTi
dNch/Nch

. (1)

Here, in terms of experimental observables, s is directly proportional to Nch, while the temper-
ature T relates to the average transverse momentum (hpTi) of emitted particles with respect
to the beam axis [16]. Full hydrodynamic simulations, such as those made possible using the
TRAJECTUM model [19], have verified the above relationship, although there are features that
are not captured, as will be discussed later. As the c

2
s value depends only on the relative varia-

tion in hpTi and Nch, any global changes to the observables, such as an increase in the system
entropy through hadronic resonance decays [20], will not affect the result.

In this paper, we present a precise determination of the speed of sound in QGP using ultra-
central PbPb collision data at

p
s

NN
= 5.02 TeV, collected in 2018 by the CMS experiment at

the CERN LHC. By achieving a level of precision of several percent, comparable to theoreti-
cal uncertainties, our results serve as a robust benchmark for comparison with hydrodynamic
simulations and lattice QCD calculations of the EoS. These comparisons provide the most strin-
gent and direct constraints on the degrees of freedom attained by the medium created in these
collisions. Tabulated results are provided in the HEPData record for this analysis [21].

7
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0 〉 Tp〈/〉 Tp〈 

) 5.02 TeV-1PbPb (0.607 nb

|<0.5η > 0 GeV, |
T

p

 0.016 (syst)± 0.002 (stat) ± = 0.241 2
sc

CMS

Data
2
sFit to extract c

TRAJECTUM
Gardim et al.

Figure 3: The average transverse momentum of charged particles, hpTi, as a function of the
charged-particle multiplicity, Nch, within the kinematic range of |h| < 0.5 and extrapolated to
the full pT range in PbPb collisions at

p
s

NN
= 5.02 TeV. Both hpTi and Nch are normalized by

their values in the 0–5% centrality class (hpTi0 and N
0
ch). Bars and the red band correspond

to statistical and systematic uncertainties, respectively. Hydrodynamic simulations from the
TRAJECTUM model [19] and the model by Gardim et al. [17] are also shown for comparison.
The dashed line is a fit to the data using Eq. (2) in the range of Nch/N

0
ch > 1.14.

is necessary. Based on the hydrodynamic simulations discussed in Refs. [16, 17], the effec-
tive temperature (Teff) of the QGP phase is found to be given approximately by hpTi/3, with
Teff = hpTi/3.07 quoted in Ref. [16] based on a soft equation of state. While the scaling factor
relating Teff to hpTi can depend on specific model assumptions, the theoretical uncertainty in
this value is believed to be small compared to the quoted experimental uncertainties, thereby
having no impact on the main conclusions drawn in this paper. In essence, Teff represents the
initial temperature that a uniform fluid at rest would have if it possessed the same amount
of energy and entropy as the QGP fluid does when it reaches its freeze-out state, the point at
which the quarks become bound into hadrons. Due to longitudinal expansion and cooling,
the Teff value is generally lower than the initial temperature of the QGP fluid. Nevertheless,
it still characterizes a temperature in the QGP phase, to which the extracted c

2
s value based

on the final-state hpTi and Nch corresponds. Possible effects of shear and bulk viscosity are
investigated in Ref. [16] and found to not impact this framework, as the shear viscosity in-
creases hpTi by about the same amount that the bulk viscosity decreases it. The hpTi0 value
is measured to be 658 ± 25 (syst) MeV, leading to a Teff value for the ultra-central PbPb data
of 219 ± 8 (syst) MeV (it varies by at most 2% toward the very end of Nch distribution within
the 0–5% centrality range). The statistical uncertainty is orders of magnitude smaller than the
quoted systematic uncertainties.

8
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2 sc

CMS Ultra-Central Data
Lattice Quantum Chromodynamics
TRAJECTUM Hydrodynamic Simulation
Nat. Phys. 16 (2020) 615

) 5.02 TeV-1PbPb (0.607 nbCMS

noninteracting limit

Figure 4: The speed of sound, c
2
s , as a function of the effective temperature, Teff, with the CMS

data point obtained from ultra-central PbPb collision data at
p

s
NN

= 5.02 TeV. The size of
the red box indicates systematic uncertainties of c

2
s and Teff, while statistical uncertainties are

smaller than the marker size. Values extracted from the TRAJECTUM simulation [19] following
the same fitting procedure as the data and from the earlier work [16] are presented as the other
colored boxes. The curve shows the prediction of c

2
s as a function of T from lattice QCD calcula-

tions [6]. The dashed line at the value of 1/3 corresponds to the upper limit for noninteracting,
massless gas (“ideal gas”) systems [42].

Figure 4 depicts c
2
s as a function of Teff, with the CMS data point obtained from ultra-central

PbPb collision data at
p

s
NN

= 5.02 TeV. The results are compared to the TRAJECTUM model,
the c

2
s value extracted in Ref. [16], and lattice QCD predictions of the c

2
s value as a function of

T [6]. The new CMS data allow for an unprecedented level of precision in the experimental
determination of the speed of sound in an extended volume of QGP matter. The results exhibit
excellent agreement with the lattice QCD prediction, with comparable uncertainties. Thus, our
findings provide compelling and direct evidence for the formation of a deconfined QCD phase
at LHC energies.

6 Conclusion
In summary, this study presents a measurement with a new hydrodynamic probe in ultrarela-
tivistic nuclear collisions that results in the most precise determination to date of the speed of
sound in an extended volume of quark-gluon plasma matter. By determining the dependence
of the average transverse momentum on the total multiplicity for charged particles in nearly
head-on lead-lead collisions at a center-of-mass energy per nucleon pair of 5.02 TeV, a squared
speed of sound of 0.241± 0.002 (stat)± 0.016 (syst) in natural units is determined. The effective

CMS ROPP 87 (2024) 077801
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"Stairway to Heaven"
✦ Mind-boggling precision on so many SM processes!

54

2

nism. The discovery of the Higgs boson and the measurement of its mass became the keystone
of the SM. This allowed significantly tightening the constraints on the theory and facilitated
precision comparison of predictions with the corresponding measurements.

The unprecedented capabilities of the LHC detectors have enabled precise measurements of
the properties of a wide array of processes. The most fundamental of the properties is the cross
section, which quantifies the probability of two particles interacting and producing a particular
final state. Figure 1 shows the cross sections of selected high-energy processes measured by the
CMS experiment spanning some fourteen orders of magnitude, stepping from the total inelastic
proton-proton (pp) cross section to the production of hadronic jets, single and multibosons, top
quarks, Higgs bosons, down to the rarest processes, such as vector boson scattering of Z boson
pairs, production of Higgs boson pairs or four top quarks, the most massive of the SM particles.
Since the start of operation, the LHC has operated at several increasing energies allowing the
experiments to map the change of cross sections with energy. The agreement in Fig. 1 between
the SM predictions and the measurements is remarkable.

Figure 1: Cross sections of selected high-energy processes measured by the CMS experiment.
Measurements performed at different LHC pp collision energies are marked by unique sym-
bols and the coloured bands indicate the combined statistical and systematic uncertainty of the
measurement. Grey bands indicate the uncertainty of the corresponding SM theory predic-
tions. Shaded hashed bars indicate the excluded cross section region for a production process
with the measured 95% CL upper limit on the process indicated by the solid line of the same
colour.

In this Report, we exemplify the full spread of the CMS experimental programme in measur-
ing cross sections involving high-energy quantum chromodynamics (QCD) and EW processes,
including those involving the top quark and those involving the Higgs boson. We point out
the fundamental aspects of the SM elucidated by these cross section measurements, highlight-
ing their importance. Accurate measurements of fundamental parameters, such as the Higgs
boson mass, top quark mass, their production cross sections, along with the strong coupling
constant and other SM parameters, play a pivotal role in refining the SM. They also contribute
significantly to shaping a more accurate and comprehensive model of the origin of matter and

CMS arXiv:2405.18661

https://arxiv.org/pdf/2405.18661
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"Stairway to Heaven"
✦ Mind-boggling precision on so many SM processes!

54

2

nism.ThediscoveryoftheHiggsbosonandthemeasurementofitsmassbecamethekeystone
oftheSM.Thisallowedsignificantlytighteningtheconstraintsonthetheoryandfacilitated
precisioncomparisonofpredictionswiththecorrespondingmeasurements.

TheunprecedentedcapabilitiesoftheLHCdetectorshaveenabledprecisemeasurementsof
thepropertiesofawidearrayofprocesses.Themostfundamentalofthepropertiesisthecross
section,whichquantifiestheprobabilityoftwoparticlesinteractingandproducingaparticular
finalstate.Figure1showsthecrosssectionsofselectedhigh-energyprocessesmeasuredbythe
CMSexperimentspanningsomefourteenordersofmagnitude,steppingfromthetotalinelastic
proton-proton(pp)crosssectiontotheproductionofhadronicjets,singleandmultibosons,top
quarks,Higgsbosons,downtotherarestprocesses,suchasvectorbosonscatteringofZboson
pairs,productionofHiggsbosonpairsorfourtopquarks,themostmassiveoftheSMparticles.
Sincethestartofoperation,theLHChasoperatedatseveralincreasingenergiesallowingthe
experimentstomapthechangeofcrosssectionswithenergy.TheagreementinFig.1between
theSMpredictionsandthemeasurementsisremarkable.

Figure1:Crosssectionsofselectedhigh-energyprocessesmeasuredbytheCMSexperiment.
MeasurementsperformedatdifferentLHCppcollisionenergiesaremarkedbyuniquesym-
bolsandthecolouredbandsindicatethecombinedstatisticalandsystematicuncertaintyofthe
measurement.GreybandsindicatetheuncertaintyofthecorrespondingSMtheorypredic-
tions.Shadedhashedbarsindicatetheexcludedcrosssectionregionforaproductionprocess
withthemeasured95%CLupperlimitontheprocessindicatedbythesolidlineofthesame
colour.

InthisReport,weexemplifythefullspreadoftheCMSexperimentalprogrammeinmeasur-
ingcrosssectionsinvolvinghigh-energyquantumchromodynamics(QCD)andEWprocesses,
includingthoseinvolvingthetopquarkandthoseinvolvingtheHiggsboson.Wepointout
thefundamentalaspectsoftheSMelucidatedbythesecrosssectionmeasurements,highlight-
ingtheirimportance.Accuratemeasurementsoffundamentalparameters,suchastheHiggs
bosonmass,topquarkmass,theirproductioncrosssections,alongwiththestrongcoupling
constantandotherSMparameters,playapivotalroleinrefiningtheSM.Theyalsocontribute
significantlytoshapingamoreaccurateandcomprehensivemodeloftheoriginofmatterand
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W/Z Cross Section at 13 TeV
✦ Recent measurement of the W/Z cross section at 

5.02 and 13 TeV in special low-pileup runs
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0.9 1 1.1
5.02TeV
fidσTheory / Measured Ratio of 

ν+ l→+W

ν- l→-W

ν l→W

- l+ l→Z

ν- l→- / Wν+ l→+W

- l+ l→ / Zν l→W

 unc±Measured

 pblumi 47±syst 8±stat 2±2475

 pblumi 29±syst 5±stat 2±1525

 pblumi 76±syst 11±stat 3±4000

 pblumi 6.2±syst 1.2±stat 0.9±319.8

syst 0.0065±stat 0.0026±1.6232

syst 0.032±stat 0.037±12.505

 unc (NNPDF3.1)±Theory

 24 pb±2476

 18 pb±1519

 38 pb±3995

 3.7 pb±319.5

 0.016±1.631

 0.12±12.51

Measured

 (5.02 TeV)-1298 pbCMS
NNPDF3.1 NNPDF4.0

CT18 MSHT20

Figure 4: Comparisons of the fiducial inclusive cross sections and cross section ratios be-
tween measurements and the theoretical calculations from DYTURBO with different PDF sets
at 5.02 TeV. The gray band represents the total uncertainty of each measurement. The uncer-
tainties in the theoretical predictions include the statistical uncertainty, and the PDF, aS, and
renormalization and factorization scale uncertainties. The measured values and theoretical
predictions (DYTURBO with NNPDF 3.1 as the example) are also shown in the right part of the
plot.

16

0.9 1 1.1
13TeV
fidσTheory / Measured Ratio of 

ν+ l→+W

ν- l→-W

ν l→W

- l+ l→Z

ν- l→- / Wν+ l→+W

- l+ l→ / Zν l→W

 unc±Measured

 pblumi 120±syst 20±5170

 pblumi 89±syst 14±stat 4±3932

 pblumi 210±syst 30±stat 10±9110

 pblumi 17±syst 3±stat 2±754

syst 0.0053±stat 0.0017±1.3159

syst 0.032±stat 0.028±12.078

 unc (NNPDF3.1)±Theory

 62 pb±5061

 45 pb±3871

 90 pb±8932

 18 pb±743

 0.017±1.307

 0.28±12.02

Measured

 (13 TeV)-1206 pbCMS
NNPDF3.1 NNPDF4.0

CT18 MSHT20

Figure 5: Comparisons of the fiducial inclusive cross sections and cross section ratios be-
tween measurements and the theoretical calculations from DYTURBO with different PDF sets at
13 TeV. The gray band represents the total uncertainty of each measurement. The uncertainties
in the theoretical predictions include the statistical uncertainty, and the PDF, aS, and renormal-
ization and factorization scale uncertainties. The measured values and theoretical predictions
(DYTURBO with NNPDF 3.1 as the example) are also shown in the right part of the plot. The
statistical uncertainty for W+ ! `+n is negligible compared with the other uncertainties, there-
fore not included in this plot.
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Energy Dependence
✦ Excellent agreement with theoretical predictions via 

DITurbo at N3LO and NNLO
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32

Figure 11: Summary of the production cross section of weak gauge bosons, measured by CMS,
plotted against the pp centre-of-mass energy ranging from 2.76 to 13 TeV. The error bars around
the experimental data points represent the total uncertainty of the measurement. The measure-
ments are compared with theoretical predictions (black lines) obtained at N3LO in QCD using
the MSHT20aN3LO PDF set. The grey band shows the envelope from normalization and fac-
torization scale variations.
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Figure 12: Summary of the production cross section of weak gauge bosons in pp collisions,
measured by CMS, and in pp collisions, by the UA1, UA2, CDF, and D0 experiments, plotted
against the pp or pp centre-of-mass energy ranging from 0.63 to 13 TeV. The measurements
are compared with theoretical predictions (blue lines) obtained at NNLO in QCD by using
DYTURBO and the NNPDF4.0 PDF set. Figure taken from Ref. [219].
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Cross Sections at 13.6 TeV
✦ Recently measured W+W- and WZ cross sections at 13 TeV


๏ The WW cross section measurement uses eμ channel and defines several control 
regions (CRs) to constrain the backrounds and extracts the differential cross section 
dσ/dNj


๏ The WZ cross section measurement is performed in trilepton channel and also defines 
several CRs


๏ Both measurements are in good agreement with theory at NNLO QCD + NLO EW

57

13

0 1  2≥

Number of jets
0

0.2

0.4

0.6

0.8

j
/d

N
σ

 d
σ

1/

Data
POWHEG+PYTHIA
MATRIX
MiNNLO+PYTHIA

 (13.6 TeV)-134.8 fbCMS

0 1  2≥

0.8
1

1.2
1.4

D
at

a
PO

W
H

EG

Theoretical uncertainty
Theoretical prediction / measurement

0 1  2≥

0.8
1

1.2
1.4

D
at

a
M

AT
R

IX

Theoretical uncertainty
Theoretical prediction / measurement

0 1  2≥
Number of jets

0.8
1

1.2
1.4

D
at

a
M

iN
N

LO Theoretical uncertainty
Theoretical prediction / measurement

Figure 3: The upper panel shows the normalized cross section measurement for events with
Nj = 0, 1, �2 jets. The filled circles represent the unfolded data results. The black, blue, and
red lines represent the predictions from POWHEG+PYTHIA, MATRIX, and POWHEG MINNLO
+PYTHIA, respectively. The lower panels show the ratio of the theoretical predictions to the
measurement. In all panels, the error bars on the data points represent the total uncertainty in
the measurement, and the shaded band depicts the uncertainty in the prediction.

8. Results 15

POWHEG by rejecting events containing an OSSF lepton pair with invariant mass under 4 GeV.
The results for the total cross section measurement, as well as different predictions at different
orders of the QCD and EWK expansion, can be found in Table 5 and Fig. 8. The relative uncer-
tainty of the measurement in the combined category, of about 3.3%, proves to be competitive
with the Run 2 result [6]. Finally, a breakdown of the different sources of systematic uncertainty
and their impact in the result can be found in Table 6.

Table 5: Measured total cross sections and their corresponding uncertainties for the flavour-
exclusive and flavour-inclusive categories. The predictions from both POWHEG at NLO in QCD
and LO EWK as well as several ones obtained from MATRIX (NNLO QCD, NNLO QCD ⇥ NLO
EWK) are also included.

Accuracy Total cross section (pb)
POWHEG 50.5+2.6

�2.1 (scale) ± 1.1 (PDF)
MATRIX, NNLO QCD 55.0+1.2

�1.1 (scale)
MATRIX, NNLO QCD ⇥ NLO EWK 54.7+1.2

�1.1 (scale)

eee (Measured) 53.4 ± 3.0 (stat) ± 3.3 (syst) ± 0.8 (lumi) ± 0.2 (theo)
eeµ (Measured) 54.8 ± 2.6 (stat) ± 2.3 (syst) ± 0.8 (lumi) ± 0.2 (theo)
µµe (Measured) 52.9 ± 2.1 (stat) ± 1.4 (syst) ± 0.7 (lumi) ± 0.1 (theo)
µµµ (Measured) 55.9 ± 1.9 (stat) ± 1.1 (syst) ± 0.8 (lumi) ± 0.1 (theo)

Inclusive (Measured) 55.2 ± 1.2 (stat) ± 1.2 (syst) ± 0.8 (lumi) ± 0.1 (theo)

40 50 60 70 80 90 100
 WZ) (pb)→ (pp totalσ

Preliminary
CMS

 (13.6 TeV)-134.7 fb

  NLO EWK×NNLO QCD 
Scale uncertainty

total  stat

 (theo)± (lumi) ± (syst) ± (stat) ± WZ) → (pp totalσ

      eee  0.2 pb± 0.8 ± 3.3 ± 3.0 ±53.4 

µ      ee  0.2 pb± 0.8 ± 2.3 ± 2.6 ±54.8 

eµµ      0.1 pb± 0.7 ± 1.4 ± 2.1 ±52.9 

µµµ      0.1 pb± 0.8 ± 1.1 ± 1.9 ±55.9 

   Inclusive  0.1 pb± 0.8 ± 1.2 ± 1.2 ±55.2 

MATRIX   JHEP 2002 (2020) 087

Figure 8: Total WZ production cross section for each of the flavour-exclusive and flavour-
inclusive categories. The solid vertical band shows the theoretical prediction from MATRIX. For
each of the measurements, the best fit value is denoted with a purple point and three main
groups of uncertainties (statistical, systematic and theoretical) are presented with delimiters on
the error bars.

C
M

S 
ar

Xi
v:

24
06

.0
51

01

C
M

S 
PA

S 
SM

P-
24

-0
05

https://arxiv.org/pdf/2406.05101
https://cds.cern.ch/record/2905015/files/SMP-24-005-pas.pdf


 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t C
M

S 
H

ig
hl

ig
ht

s 
- C

or
fu

 2
02

4 
- S

M
 &

 B
ey

on
d

Energy Dependence
✦ Good agreement with the NNLO QCD X NLO EW SM 

predictions

✦ Clear deviation from NLO QCD is seen at high energies
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Figure 9: Measurement obtained in this analysis together with other WZ production cross
section measurements at different center-of-mass energies by the CMS [5, 6, 36] Collaboration,
compared to the NNLO QCD ⇥ NLO EW predictions, as well as the pure NLO prediction;
computed in all cases with MATRIX.
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Figure 2: Results obtained in this analysis and other WW production cross section measure-
ments at different center-of-mass energies for the CMS [6, 7, 10], ATLAS [5, 8, 65], CDF [66],
and D0 [67] Collaborations are presented, and compared with the NNLO QCD ⇥ NLO EW
and NLO predictions from MATRIX. The vertical error bars represent the uncertainty in the
measured cross section.

and the improved fit strategy. Cross sections have also been reported in a fiducial region close
to that of the detector acceptance, both inclusively and differentially, as a function of the jet
multiplicity in the event. For first time in proton-proton collisions, WW events with at least
two reconstructed jets are studied and compared with the most precise theoretical predictions.
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W → cq over W → qq' 
✦ Measurement of the W → cq over W → qq' (and charge-conjugate) 

cross section ratio gives access to the |Vcs| CKM matrix element


✦ Indeed  can be expressed as 

,  assuming the 

CKM matrix unitarity

✦ The current best RcW measurement comes from LEP RcW = 0.49 ± 

0.04

✦ We used a sample of tt events as the "tagged" source of W bosons, 

with one decaying leptonically and the other one hadronically

✦ Charm jets are identified using muon tagging, with the muon of an 

opposite sign (OS) to that of a lepton from the other W boson 
decay; the backgrounds have equal fractions of OS and SS events, 
so we used OS-SS subtraction to extract the signal

RW
c =

ℬ(W → cq)
ℬ(W → uq) + ℬ(W → cq)

RW
c =

|Vcd |2 + |Vcs |2 + |Vcb |2

|Vud |2 + |Vus |2 + |Vub |2 + |Vcd |2 + |Vcs |2 + |Vcb |2 = 0.5
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|Vcs| Measurement
✦ The dijet invariant mass spectra are well reproduced by simulation

✦ Charm tag + SS subtraction are effective in removing backgrounds

✦ Precision twice that of the LEP result has been achieved: 


๏ RcW = 0.489 ± 0.005 (stat) ± 0.019 (syst) = 0.489 ± 0.020

✦ Using measurement of the leptonic branching fractions we obtain the 

sum of squared second row CKM elements of Σ = 0.970 ± 0.041

✦ Subtracting world-average |Vcd|2 and |Vcb|2 values, we obtain |Vcs| = 

0.959 ± 0.021 [to be compared with the 0.975 ± 0.006 world average]
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Figure 2: Invariant mass of the two jets reconstructing the W boson, for the four event cat-
egories entering the fit: prompt muon and no charm tag (top-left), prompt electron and no
charm tag (top-right), prompt muon and charm tag (bottom-left), prompt electron and charm
tag (bottom-right). The measured data correspond to OS events, while the predictions from the
simulations are OS-SS subtracted yields. The background prediction using the SS data is also
shown. The grey band in the predictions represents the pre-fit systematic uncertainties. The
ratios of data to the expected yields are given at the bottom of each panel together with the
statistical and systematic uncertainties.

muon) and at least four jets, two of them tagged as b-jets, are analyzed. Charm jets are tagged
using the presence of a muon inside the jet. This charm tagging method enables the selection of
a pure sample of charm jets with a low level of background that is precisely determined from
data. The measured R

W
c value is 0.489 ± 0.020, in good agreement with the standard model

prediction. The precision of the measurement of 4%, limited by the systematic uncertainty in
the charm tagging efficiency, is improved by a factor of two compared to the current world
average value.

From the R
W
c measurement, the sum of squared elements in the second row of the CKM matrix,

0.970 ± 0.041, and the Cabibbo–Kobayashi–Maskawa (CKM) matrix element |Vcs | = 0.959 ±
0.021 are derived. These results provide a consistency test of CKM unitarity and a measurement
of |Vcs | from hadronic W boson decays.
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Figure 2: Invariant mass of the two jets reconstructing the W boson, for the four event cat-
egories entering the fit: prompt muon and no charm tag (top-left), prompt electron and no
charm tag (top-right), prompt muon and charm tag (bottom-left), prompt electron and charm
tag (bottom-right). The measured data correspond to OS events, while the predictions from the
simulations are OS-SS subtracted yields. The background prediction using the SS data is also
shown. The grey band in the predictions represents the pre-fit systematic uncertainties. The
ratios of data to the expected yields are given at the bottom of each panel together with the
statistical and systematic uncertainties.

muon) and at least four jets, two of them tagged as b-jets, are analyzed. Charm jets are tagged
using the presence of a muon inside the jet. This charm tagging method enables the selection of
a pure sample of charm jets with a low level of background that is precisely determined from
data. The measured R

W
c value is 0.489 ± 0.020, in good agreement with the standard model

prediction. The precision of the measurement of 4%, limited by the systematic uncertainty in
the charm tagging efficiency, is improved by a factor of two compared to the current world
average value.

From the R
W
c measurement, the sum of squared elements in the second row of the CKM matrix,

0.970 ± 0.041, and the Cabibbo–Kobayashi–Maskawa (CKM) matrix element |Vcs | = 0.959 ±
0.021 are derived. These results provide a consistency test of CKM unitarity and a measurement
of |Vcs | from hadronic W boson decays.

6. Results 9

Table 1: Summary of the main systematic uncertainties affecting the R
W
c measurement. The

quoted numbers are the percentage change in the predicted yields of the samples with no charm
and charm tag, and the last column reflects the impacts in percentage of the measured R

W
c value

from each uncertainty source.

No charm tag Charm tag Impact on R
W
c

Charm tagging: muon identification — 2.7 2.6
Charm tagging: muon rate in simulation — 2.2 2.1
Parton shower final state radiation 4.0 6.0 1.9
Jet energy scale 4.0 4.0 0.6
SS data statistical uncertainty — 1.6 0.5
Charm fragmentation modeling — 0.4 0.3
Jet energy resolution 1.0 1.0 0.3
b tagging 2.5 2.5 0.2
MC background normalization 5.0 5.0 0.1
Integrated luminosity 1.6 1.6 0.1

Total 3.9

scribed in Section 4.1. This procedure has the advantage that the prediction for the background305

contribution to W ! cq relying on the simulation is only a small fraction of the events (3%).306

The other backgrounds are precisely characterized by data. Table 2 lists the observed and pre-307

dicted event yields for the four categories used in the fit.308

The fit yields a value R
W
c = 0.489± 0.005 (stat)± 0.019 (syst), with a total uncertainty of ±0.020,309

in good agreement with the prediction of the SM. The precision of the measurement, limited by310

the systematic uncertainty in the charm tagging efficiency, is improved by more than a factor311

of two compared to the world average value (see Fig. 2).312

SM

0.489 ± 0.020

0.49 ± 0.04

CMS 13 TeV

World average

B(W→cq)/B(W→qq’)

0.481 ± 0.053OPAL

0.51 ± 0.06ALEPH

Figure 2: Comparison of the measured value of R
W
c with previous LEP2 measurements, and

the world average value.

Figures 3 and 4 display, for the four event categories used in the fit, the post-fit distributions of313

the invariant mass of the two jets associated with the W boson, and the invariant mass of the314

No charm 
tag Charm 

tag

CMS PAS SMP-24-009

https://cds.cern.ch/record/2906617/files/SMP-24-009-paper-v6.pdf
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Observation of WWɣ Production
✦ CMS reported the first observation of the WWɣ production

✦ The process is sensitive to both TGCs and QGCs, as well as H(WW)+ɣ

✦ Search is performed in the eμɣ+MET final state using m(eμɣ) vs. mT(WW) 2D 

distribution 

✦ σfid = 5.9 ± 1.3 fb is observed, in agreement with the 5.33 ± 0.34 (scale) ± 

0.05 (PDF) fb NLO QCD prediction

✦ The WWɣ signal is observed with 5.6 (5.1 expected)σ

✦ Limits at 95% CL on Hɣ production initiated by c quarks are set at 88 fb, 

corresponding to |𝜅c| < 190
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Figure 2: The distributions of the invariant mass of the dilepton-photon system (left) and the
transverse mass of the WW system (right) after the signal region selection and before the fit to
the data. The black points with error bars represent the data and their statistical uncertainties,
whereas the shaded band represents the Monte Carlo statistical uncertainties.

tainties, which arise from the renormalization of QCD-induced ISR and FSR, are the dominant
uncertainty in the measurement. Variations of the contributions of the ISR and FSR consist of
4 combinations made by keeping one constant and doubling or halving the other. Multiple
experimental sources of systematic uncertainties are also included. The most significant contri-
bution arises from the method used to estimate the nonprompt background (8%), followed by
the b tagging efficiency (7%), and jet energy scale and resolution (5%), which also affect ~p miss

T .
The uncertainties associated with the lepton and photon identification efficiencies, the lepton
trigger, PU, and integrated luminosity [60–62] are also assessed. The statistical uncertainties
from the limited size of the simulated signal and background samples are also included in the
final fit.

Table 1: The number of events in data and prediction after the fit to data in the SR, SSWWg CR
and Topg CR. The uncertainties include both statistical and systematic contributions.

Process SR (0 jet) SR (�1 jet) SR (total) SSWWg CR Topg CR
WWg 122± 22 134± 26 256± 47 1.3± 0.2 12.9± 2.7
QCD Vg 72.0± 6.0 94.6± 9.3 167± 14 12.2± 2.3 12.6± 1.2
VV 15.1± 1.2 21.6± 2.3 36.7± 3.5 24.9± 1.7 2.0± 0.3
Top 56.6± 6.5 271± 27 328± 32 2.4± 0.6 2434± 85
Nonprompt ` 45.7± 4.0 77.1± 6.2 122.9± 9.7 197± 14 40± 11
Nonprompt g 109.0± 8.4 300± 24 410± 32 19.8± 1.6 792± 62
Total 420± 17 898± 26 1318± 43 257± 14 3294± 57
Data 414 916 1330 259 3287

The signal significance and strength are extracted from a binned maximum likelihood fit us-
ing two-dimensional distributions in bins of m

WW
T and m``g , where the product of the Poisson

probability mass functions for each bin forms the likelihood function. The eµ final states that
result from the intermediate t in our signal simulation, are treated as part of the signal in sig-
nificance and strength extraction. A simultaneous fit including the SR and CRs is performed.
Since background processes tend to be concentrated in the �1 jet region, the SR is divided into

1

Measurements of multiple electroweak (EW) bosons produced at a common interaction vertex
are a key to understanding the EW sector of the standard model (SM). The non-Abelian struc-
ture of the EW interaction predicts the presence of self-interactions among the vector bosons
(W, Z, g), leading to a rich variety of multiboson production mechanisms. Many multiboson
processes are currently accessible only at the CERN LHC given the energies and integrated lu-
minosities required to observe them. The CMS and ATLAS Collaborations have both recently
observed the simultaneous production of three massive gauge bosons [1, 2]. Additionally, AT-
LAS has reported the observation of WZg [3] with an observed significance of 6.3 standard
deviations. The double-photon production processes Wgg and Zgg have also been measured
by both CMS and ATLAS [4–6]. Searches for WWg production have previously been con-
ducted by both CMS and ATLAS at a center-of-mass energy of 8 TeV [7, 8] where only upper
limits were set because of a lack of statistical power and sensitivity.

Triboson production includes not only the interactions involving triple and quartic gauge cou-
plings (TGCs and QGCs), but also the mediation of the Higgs boson (H), providing an opportu-
nity to measure or constrain Yukawa couplings. Deviations from theoretical predictions in the
triboson measurements could provide indirect evidence of new particles or new interactions.
Recently, proposals to exploit Hg production to probe Higgs boson couplings with light (c, s,
u, and d) quarks have been published [9–11]. Since the gluon-initiated contribution gg ! Hg
vanishes according to Furry’s theorem [9, 12], Hg inclusive production at the LHC is directly
related to the Higgs boson Yukawa couplings to the light quarks. Various interpretations [13–
15] of the light quark Yukawa couplings were previously proposed. Similarly, gluon fusion
production can constrain the light quark Yukawa couplings [16]. Recently, CMS reported a
direct constraint on the charm quark Yukawa coupling modifier of 1.1 < |kc | < 5.5 at 95%
confidence level (C.L.) [17] and ATLAS provided an upper bound of |kc | < 8.5 at 95% C.L. [18].
However, the upper bounds on the strange quark Yukawa coupling are presently significantly
less stringent [19, 20].

The EW e+neµ�nµ g and µ+nµe�neg production in proton-proton (pp) collisions at leading or-
der (LO) can proceed via (i) initial-state radiation (ISR) from one of the incoming quarks; (ii)
final-state radiation (FSR) from the outgoing charged leptons; (iii) the WWZ or WWg TGC;
(iv) the WWZg or WWgg QGC; and (v) the associated production of the Higgs boson and a
photon. Figure 1 shows examples of these processes. At higher orders in quantum chromody-
namics (QCD) [21], additional quarks can appear in the final state, and photons can arise via
FSR from an outgoing quark or lepton.
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Figure 1: Representative Feynman diagrams for the WWg process at LO, from left to right:
ISR, TGC, QGC, and Hg associated production.

This Letter reports a first observation of WWg production as well as a search for Hg produc-
tion generated through the Higgs boson interactions with light quarks. The measurements are
based on

p
s = 13 TeV pp collision data collected with the CMS detector during 2016–2018,

with an integrated luminosity of 138 fb�1. Tabulated results are provided in HEPData [22].

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-

CMS PRL 132 (2023) 123901

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.132.121901
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WWɣ Candidate
62

A candidate event in which two W bosons and a photon are produced. One W boson decays to 
a muon (represented by the red line) and a neutrino and the other to an electron (represented 
by the green line) and a neutrino. The photon is represented by the dashed line pointing to the 
energy deposit in the calorimeter (represented by the green boxes).



Searches for 
New Physics

See also Albert De Roeck's and Andrea Perrotta's  
talks on Wednesday 
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Looking for Unknown
✦ The LHC has been successfully operating for nearly 15 years, 

transforming the entire landscape of searches for new physics

✦ Despite a number of tantalizing hints seen by ATLAS, CMS, and LHCb 

over the years, apart from the observation of the Higgs boson and a 
number of QCD states, none of them raised to the discovery level yet; 
many are now gone


✦ So, why are we still looking for new physics at the LHC and where 
should we look for it if we are to continue?


✦ Why are we still covering something like a territory of Brazil with the 
"Brazilian flag" exclusion plots?

64
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Figure 73: Expected and observed 95% CL upper limit on the product of the top squark pair
production cross section and branching fraction in terms of the top squark mass for the stealth
SYY SUSY model (upper) and stealth SHH SUSY model (lower). Particle masses and branching
fractions assumed for the model are included. The expected cross section is computed at NNLO
accuracy, improved by using the summation of soft gluons at next-to-next-to-leading logarith-
mic (NNLL) order, and is shown in the red curve. Upper figure adapted from Ref. [290].
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The Why
๏ Many things are missing from the standard 

model (SM), hinting that it is likely incomplete

✤ Physics issues: no gravity; no dark matter; no 

connection between the three generations of 
quarks and leptons; no quantitative explanation 
of the matter-antimatter asymmetry in the 
universe; no neutrino oscillations


✤ Math issues: naturalness, which became a real 
problem since the discovery of the Higgs 
boson; "arbitrary" fermion masses; strong CP 
problem


๏ Most of viable SM extensions that cure some 
of the above problems require new particles, 
dimensions, symmetries


๏ Many lead to the phenomenology within the 
reach of the LHC, although there is no 
guarantee anymore


๏ Many exclusions, while appear strong, are 
based on simplifying assumptions, which are 
often arbitrary (e.g., Br = 1) - read the fine 
print!

65
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The Why
65

Read the fine print!
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The Where
✦ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take many 
years to discover something in this regime, if we haven't seen a 
hint so far

๏ No more low-hanging fruit!


✦ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years


✦ Doubling time has doubled since  
Run 2; it is now about three years

๏ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"

66
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The Where
✦ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take many 
years to discover something in this regime, if we haven't seen a 
hint so far

๏ No more low-hanging fruit!


✦ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years


✦ Doubling time has doubled since  
Run 2; it is now about three years

๏ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"
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Stairway to Hell
✦ The paradigm shift

67
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New Tools for the New Paradigm
✦ Use of new triggers not available earlier in the LHC 

running

๏ A variety of triggers optimized for long-lived particles 

๏ Data scouting 

๏ Extensive use of GPU in the trigger

๏ ISR-based triggers with jet substructure and mass-

decorrelated subjet taggers 

๏ Data parking 


✦ Novel approaches with machine learning (ML) 
techniques: weakly supervised and unsupervised 
ML

68
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Toward Small Masses: Scouting
✦ Scouting analysis is based 

only on the high-level trigger 
(HLT) objects resulting in a very 
compact event size and vastly 
increased rate per bandwidth 
for the scouting data stream


๏ Avoids the use of (large) trigger 
prescales

69

3.5 Physics results 35

probe the resonance mass range 10–125 GeV and 50–500 GeV, respectively. For full efficiency
with respect to the standard trigger requirements, events are selected by demanding the pres-
ence of a photon with pT > 200 GeV in the first case or a jet with pT > 500 GeV in the second.
Future developments for these analyses include exploiting the scouting triggers, which would
significantly reduce the photon and jet pT trigger thresholds and hence improve the signal ef-
ficiency and sensitivity of these analyses. A similar approach has been investigated for the
study of boosted H ! bb decays, as reported in Section 4.3. As demonstrated in Section 3.3.2,
the use of jet substructure techniques is now established in data scouting and could be also
applied to the case of boosted dijet resonance searches to reconstruct the jet mass and identify
the two-prong jet substructure.

Figure 15: Observed limits on the universal coupling g
0
q between a leptophobic Z0 boson and

quarks [76] from various CMS dijet analyses. Regions above the lines are excluded at 95% CL.
The grey dashed lines show the g

0
q values at fixed values of GZ0/mZ0 . Limits from scouting-

based analyses are indicated with bold lines.

3.5.1.2 Multijet resonances

Scouting data is ideal for new physics searches in regions of parameter space dominated by
large backgrounds, such as resonances decaying to multiple jets. New physics signatures with
multijet final states can be produced in several ways, including from the decay of new colored
particles. Relevant SUSY models include RPV squarks and gluinos, which can produce paired
dijets and paired jet triplets, respectively [80]. For low masses, the partons arising from the
decays of these squarks and gluinos can merge into a single jet. To probe such low masses,
scouting analyses utilize jet substructure techniques [51, 52] . Here we highlight the results of
searches for pairs of two- and three-parton resonances [67], interpreted as RPV squarks and
RPV gluinos, respectively. The analysis relies on a data set collected with the PF scouting
triggers, which require thresholds as low as HT > 410 GeV at the HLT. The data set also stores
relevant jet substructure variables, allowing us to probe low-mass resonances in which the
partons merge into single jets, as discussed in Section 2.3.5.

The investigation of the multijet phenomena follows three different paths within the analysis:

EM coupling

24

also contains information about the individual particles as reconstructed by the PF algorithm.
Their availability enables the reconstruction of jets with different cluster radii, for example
large-radius jets with distance parameter of 0.8, which is useful for identifying resonances with
high Lorentz boost that decay to jets. In the case of signals featuring merged decays of individ-
ual quarks, the trigger efficiency is measured as a function of the pT of the leading large-radius
jet and the jet mass, the latter being related to the resonance mass. Figure 4 (right) indicates
that the PF scouting HT trigger is fully efficient when pT > 300 GeV, for any trimmed jet-mass
(described in Section 2.3.5.3), while the standard triggers are fully efficient for jet momenta that
are twice as high. These properties make the trigger suitable for new-resonance searches with
a wide range of mass hypotheses.

Figure 4: The efficiency of the Run 2 PF scouting jet triggers as a function of HT (left) and as a
function of the leading large-radius jet pT and trimmed jet mass (right).

3.3.2 Jet reconstruction performance

Jets in events collected by scouting triggers are formed from input calorimeter energy deposits
or from PF candidates reconstructed at the HLT. To meet the stringent HLT time constraints,
the online algorithms used to construct these inputs are in general simplified versions of those
applied in the standard offline reconstruction. This can cause differences in the JES and JER
between the online and offline jet objects. These effects are studied in this section, focusing on
the performance of both Calo and PF jet reconstruction in Run 2 data scouting.

The JES of scouting Calo jets that are reconstructed online is calibrated to the one obtained with
PF jets reconstructed offline. A monitoring data set has been defined, including both Calo jets
at the HLT and the offline reconstructed PF jets, to measure the pT difference between the two
types of jets. A tag-and-probe method [46] is used to obtain these measurements. Figure 5
shows the observed pT difference between the two collections as a function of jet pT. The
measured points are fitted with a smooth function and the resulting curve is used to calibrate
the Calo jets collected by scouting triggers. The JES of Calo jets at the HLT is slightly smaller,
by around 4% at low pT and 1% at high pT, compared to the PF jets reconstructed offline. With
the dijet asymmetry method [46], we estimate that the scouting Calo JER is only about 10%
worse compared to offline PF jets. These results confirm the good performance of Calo jet
reconstruction in data scouting in the high jet pT range considered.

Scouting 
trigger 
turn-on

3.5 Physics results 37

Figure 16: Comparison of limits from searches for RPV gluinos decaying to three partons. Re-
gions above the lines are excluded at 95% CL. The two CMS analyses that use data scouting
are also indicated with bold lines.

Figure 17: Observed (points) and expected (dashes) limits on the product of production cross
section, branching fraction, and acceptance for pair-produced merged two-quark resonances.
The variations at the one and two standard deviation levels in the expected limits are displayed
with shaded bands. A comparison with the theoretical predictions for top squark production
(red) is also shown. Figure taken from Ref. [67].
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Toward Small Masses: ISR
✦ Use high-pT single-photon or 

single-jet triggers to record the 
events, require a substructure in 
the recoiling AK8 jet, and search 
for narrow resonances in the 
recoiling jet trimmed mass 
spectrum


✦ Allows to go as low as 10 GeV  
in the resonance mass!
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Table 4: Summary of 95% CL observed exclusion limits on mmed = mZ0 for pmiss
T -based DM

searches in the leptophobic vector and axial-vector model. Following the recommendation
of the LHC DM Working Group [24, 25], the exclusions are computed for a universal quark
coupling of gq = 0.25 and for a DM coupling of gDM = 1.0.

Reference Lint [ fb�1] Channel 95% CL Notes
limit [TeV]

[81] 137 Monojet mZ0 > 1.95
[86] 137 Mono-Z mZ0 > 0.87 Vector coupling

mZ0 > 0.80 Axial coupling
[263] 36 Mono-t mZ0 < 0.20 Portal is FCNC

or mZ0 > 1.75
[268] 36 Mono-photon mZ0 > 0.95
[270] 36 Mono-H(bb) mZ0 > 1.60
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Figure 60: Observed and expected 95% CL exclusion regions for the universal quark cou-
pling gq, assuming a DM coupling gDM = 1.0, for varying Z0 mediator mass [81, 179, 277–
279, 281, 283, 285]. The hashed areas indicate the direction of the excluded area from the ob-
served limits. The gray dashed lines show the gq values at fixed values of the relative width
GZ0/mZ0 . Most searches assume that the intrinsic Z0 width is negligible compared to the ex-
perimental resolution and hence are valid for GZ0/mZ0 . 10%. The dijet search is valid for
GZ0/mZ0 . 50%, and the dijet angular analysis is valid for GZ0/mZ0 . 100%. The observed DM
relic density is also shown; it drops to 2.17 ⇥ 10�4 for mZ0 = 5 GeV.
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Toward Low Masses: ISR+Scouting
✦ One could also combine the two techniques, adding extra sensitivity


๏ The idea behind a CMS search for dijet resonances in three-jet events 
collected by a low-HT scouting trigger (4 kHz @ 1034 cm-2s-1) available 
for ~half of 2016 data taking (18 fb-1)


๏ Use large-R (1.1) jets offline to improve resolution and acceptance

๏ Limits set in the 350-700 GeV range as low as 1/3 of EM coupling

71

4

denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet

7
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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of the LHC DM Working Group [24, 25], the exclusions are computed for a universal quark
coupling of gq = 0.25 and for a DM coupling of gDM = 1.0.
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Figure 60: Observed and expected 95% CL exclusion regions for the universal quark cou-
pling gq, assuming a DM coupling gDM = 1.0, for varying Z0 mediator mass [81, 179, 277–
279, 281, 283, 285]. The hashed areas indicate the direction of the excluded area from the ob-
served limits. The gray dashed lines show the gq values at fixed values of the relative width
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perimental resolution and hence are valid for GZ0/mZ0 . 10%. The dijet search is valid for
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Low-Mass Dimuon Resonances
✦ CMS searches based on the dimuon regular 

and scouting triggers

✦ Nice complementarity between the two sets 

of results, interpreted as dark Z boson or in 
the context of 2HDM + complex singlet 
model w/ H-a mixing


✦ New search based entirely on a scouting 
trigger allowed to lower the mass reach 
below the Y resonances in the same models

72

6

renormalization and factorization scales (4.5%), and the modeling of the PDFs (1%) are ascribed
to the signal cross section. We set upper limits at 90% CL on e2 as a function of the Z

D
mass,

as shown in Fig. 3. These are compared with recent results from the LHCb Collaboration [16,
43] and indirect constraints at 95% CL from measurements of the electroweak observables [9].
This search sets the most stringent limits to date in the ⇠30–75 and 110–200 GeV mass ranges.
Furthermore, limits from this search are competitive with those obtained in Ref. [16] at lower
masses.

 (GeV)
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5−10
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3−10
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90% CL observed limit
90% CL median expected limit
68% confidence interval for expected limit
95% confidence interval for expected limit
LHCb (90% CL) [arXiv:1910.06926]
Electroweak fit constraints (95% CL) [JHEP 02 (2015) 157]

 (scouting triggers) (13 TeV)-1 (standard triggers) and 96.6 fb-1137 fb

CMS

scouting triggers   standard triggers

Figure 3: Expected and observed upper limits at 90% CL on e2, the square of the kinetic mix-
ing coefficient, as a function of the Z

D
mass. Results obtained using the scouting (standard)

triggers are to the left (right) of the vertical purple line. Limits at 90% CL from the search per-
formed by the LHCb Collaboration [16] are shown in red, and constraints at 95% CL from the
measurements of the electroweak observables are shown in light blue [9].

In summary, a search has been presented for a narrow resonance decaying to a pair of muons
using proton-proton collision data recorded by the CMS experiment at

p
s = 13 TeV. The search

in the 45–75 and 110–200 GeV resonance mass ranges uses fully reconstructed data containing
a pair of muons with transverse momenta greater than 20 and 10 GeV, corresponding to an
integrated luminosity of 137 fb�1. The search in the resonance mass range of 11.5–45.0 GeV is
performed using data collected with high-rate dimuon triggers, corresponding to an integrated
luminosity of 96.6 fb�1. This is the first search that uses data with reduced trigger-level muon
information, collected with dimuon triggers that have transverse momentum thresholds of
3 GeV. The data are found to be consistent with the background prediction. The search sets
the lowest upper limits to date on the kinetic mixing coefficient of a dark photon in the ⇠30–75
and 110–200 GeV mass ranges.
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Figure 6. Observed upper limits at 90% CL on the square of the kinetic mixing coefficient ε in
the minimal model of a dark photon from the CMS search in the mass ranges of 1.1–2.6GeV and
4.2–7.9GeV (pink). The CMS limits are compared with the existing limits at 90% CL provided by
LHCb [13] (blue) and BaBar [11] (gray). The LHCb exclusion limit also extends below 1GeV and
to smaller couplings through its search for long-lived signals.

Figure 7. Observed upper limits at 90% CL on the mixing angle θH for the 2HDM+S scenario from
the CMS search in the mass ranges of 1.1–2.6GeV and 4.2–7.9GeV (pink). The CMS limits are
compared with the existing limits at 90% CL provided by LHCb [14] (blue) and BaBar [11] (gray).

search [14]. Uncertainties in the theoretical cross section for pseudoscalar production via
ggF are found by varying the renormalization and factorization scales by a factor of 2.
These uncertainties are around 90% at ma = 1.18GeV and gradually reduce to 10% at
ma > 4.2GeV. The uncertainty in the ggF acceptance is estimated by comparing the
values obtained with MadGraph5_amc@nlo and pythia, and is about 30%.

Observed upper limits at 90% CL are presented in figure 7. Values of sin(θH) above
≈0.01 (0.02) are excluded at ma = 2 (7)GeV with fixed tan β = 0.5. The limits derived
from this search in the low-mass region are competitive with recently reported results from
the LHCb experiment [14] below the charmonium peaks and better above them.

– 13 –
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Searches in Parked Data
✦ Observation of a rare η → 4μ Dalitz  

decay with high-rate dimuon triggers

๏ ℬ(η → 4μ) = [5.8 ± 0.8 (stat) ± 0.7 (syst) ± 0.7 (ℬ)]×10-9


๏ Consistent with the SM prediction of [3.98 ± 0.15]×10-9
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Observation of the Rare Decay of the η Meson to Four Muons

A. Hayrapetyan et al.*

(CMS Collaboration)

(Received 8 May 2023; accepted 14 June 2023; published 1 September 2023)

A search for the rare η → μþμ−μþμ− double-Dalitz decay is performed using a sample of proton-proton
collisions, collected by the CMS experiment at the CERN LHC with high-rate muon triggers during 2017
and 2018 and corresponding to an integrated luminosity of 101 fb−1. A signal having a statistical
significance well in excess of 5 standard deviations is observed. Using the η → μþμ− decay as
normalization, the branching fraction Bðη → μþμ−μþμ−Þ ¼ ½5.0& 0.8ðstatÞ & 0.7ðsystÞ & 0.7ðB2μÞ' ×
10−9 is measured, where the last term is the uncertainty in the normalization channel branching fraction.
This work achieves an improved precision of over 5 orders of magnitude compared to previous results,
leading to the first measurement of this branching fraction, which is found to agree with theoretical
predictions.

DOI: 10.1103/PhysRevLett.131.091903

The η and η0 mesons are JPC ¼ 0−þ particles with
masses of 547.9 and 957.8 MeV, respectively, comprising
admixtures of up, down, and strange quarks [1]. Despite a
comprehensive experimental campaign [2–6] to study these
light mesons, several properties of the η and η0 remain
unmeasured. Their leptonic radiative decays, also known as
Dalitz decays, constitute such an example. They proceed
via the electromagnetic coupling of pseudoscalar mesons to
the photon, where one or more of the photons internally
convert into a pair of leptons, as shown in Fig. 1. Such
decays are typically highly suppressed because they can
only occur through these electromagnetic interactions
instead of the comparatively stronger nuclear interactions.
To date, the only observed leptonic radiative decays are
η → μþμ−, η → eþe−eþe−, and, more recently, η0 →
eþe−eþe− [3–5]. The decays η → eþe−, η → μþμ−μþμ−,
η → eþe−μþμ−, and most η0 decays have so far eluded
discovery. Observing these rare decays is important
because they can serve as precision tests of the standard
model, they offer sensitivity to an array of new physics
scenarios [7,8], and the interaction between pseudoscalars
and photons contributes to the hadronic light-by-light
component of the anomalous magnetic moment of the
muon [7,9]. A thorough description of radiative decays and
their impact on several relevant standard model observ-
ables, as well as their sensitivity to new physics, can be
found in Ref. [8].

In this Letter, we report the first observation of the muon
double-Dalitz decay of the η meson, η → μþμ−μþμ−, usingffiffiffi
s

p
¼ 13 TeV proton-proton (pp) collision data collected

by the CMS experiment during 2017 and 2018 at the LHC.
The predicted branching fraction for this decay channel is
extremely small, Bðη → 4μÞ ¼ ð3.98& 0.15Þ × 10−9 [10],
making its observation particularly challenging. The analy-
sis measures the rate of η → 4μ events compared to the
normalization channel η → 2μ [3], for which the branching
fraction is known with a precision of 14% [1]. The product
of the CMS detector acceptance and signal efficiency, as
well as systematic uncertainties, is evaluated with simu-
lation studies for both channels. Tabulated results are
provided in the HEPData record for this analysis [11].
The defining feature of the measurement is the use of high-
rate triggers, which extends the sensitivity of CMS to
dimuon and four-muon resonances of masses lower than
what is achievable with the standard muon triggers [12],
leading to an improved precision of 5 orders of magnitude
compared to previous works [13].
The CMS apparatus is a multipurpose detector designed

to trigger on and identify electrons, muons, photons, and
(charged and neutral) hadrons [14–16]. A superconducting
solenoid of 6 m internal diameter provides a magnetic field

FIG. 1. Feynman diagram of pseudoscalar decays into four
leptons, known as double-Dalitz decays.

*Full author list given at the end of the Letter.
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four-muon selection. A clear peak is observed in the signal
mass window 0.53–0.57 GeV, corresponding to the η
meson mass. A binned maximum likelihood fit of the
spectrum to the sum of a single-sided Crystal-Ball function
[25] for the signal and a threshold function proportional to
ðm4μ − 4mμÞβ for the background, where mμ is the muon
mass and β is a free parameter of the fit, yields N4μ ¼
49.6$ 8.1 signal events and 16.6$ 0.6 background events
(in the signal mass window). The parameters of the signal
function, except for the normalization, are fixed from
simulation. This corresponds to a statistical significance
in excess of 5 standard deviations, determined by means of

a log-likelihood ratio test with a saturated model [26],
under a signal-plus-background (Sþ B) hypothesis com-
pared to the background-only assumption.
Simulated samples of rare η decays are generated at

leading order with a custom workflow. The first step
employs the PLUTO v6 generator [27] to simulate the
two- and four-muon decays of the η meson in its rest
frame, using the vector meson dominance model [28].
Subsequently, the η meson and its decay products are
boosted to the laboratory frame by sampling from uniform
pT and rapidity distributions in the 5–70 GeVand jyj < 2.4
ranges, respectively. The decay products are then
embedded into complete CMS events, which also include
the simulation of fragmentation, parton shower, and hadro-
nization processes in the initial and final states with the
PYTHIA 8.230 package [29], and simulation of the underlying
event with the CP5 tune [30]. The location of the decay
products in the detector is sampled from the distribution of
the beam envelope. Finally, the interaction of final-state
particles with the CMS detector is simulated using the
GEANT4 toolkit [31]. Simulated events include the contri-
bution of additional particles produced in time within the
same or nearby bunch crossings. The multiplicity of
vertices is matched to the one observed in the data.
To check whether the observed peak is indeed compat-

ible with the η → 4μ decay, the signal simulation was used
to predict the four-muon pT (p4μ

T ) spectrum for the
experimentally measured branching fraction Bðη → 4μÞ
of 5 × 10−9 (described later). The signal p4μ

T distribution
was reweighted based on the η meson pT differential
production rate measured with the two-muon channel.
Figure 4 compares the predicted distribution to the mea-
sured spectrum and to the expected background, obtained
from events with m4μ within the 0.6–0.9 GeV sideband,
where no signal is expected. The shape is then normalized
such that the total background yield is fixed to the one
extracted from them4μ fit. The correlation between p

4μ
T and

m4μ for background events was verified to be weak by
comparing them4μ spectrum across several p4μ

T ranges. The
sum of the predicted signal and background contributions
agrees with the observation. An additional check was
performed by applying a tight muon selection to muons
in the signal mass window and in the sideband, and by
comparing the fraction of muons surviving the selection
between the two regions. This selection requires at least six
energy deposits per muon track in the silicon tracker, of
which at least one is in the pixel layers, and a track
χ2=ndf < 10, where ndf is the number of degrees of
freedom. About 99% of four-muon combinations passed
this selection in the signal mass window, compared to only
84% in the sideband. Since the sidebands presumably
contain more hadrons misidentified as muons, this indicates
a negligible contamination of such hadrons in the signal
region.

FIG. 2. Distribution of m2μ obtained with the dimuon selection
integrated in dimuon pT and in three pT ranges as indicated in the
legend, with the number of events in the selected pT ranges
multiplied by 5 for better visibility.

FIG. 3. Measured m4μ distribution, with the fit result overlaid.
The pull distribution in the lower panel is shown relative to the
background component of the fit model and defined as ðData−
FitBkgÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2Data − σ2FitBkg

q
. Uncertainties are statistical only.
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Observation of J/ѱ → 4µ
✦ Observation of the J/ѱ → 4μ decay 

 using B parked data

✦ Based on a displaced muon trigger


๏ ℬ(J/ѱ → 4μ) = [10.1+3.3-2.7 (stat) ± 0.4 (syst)]×10-7


๏ Consistent with the SM prediction 
of [9.74 ± 0.05]×10-7

74

1

Decays of particles to leptons, especially muons, provide some of the cleanest signatures at
hadron collider experiments. The large data sample collected by the CMS experiment [1, 2]
at the CERN LHC offers an excellent opportunity to explore rare decays to multilepton final
states. The first such observation was the decay of the Z boson into four leptons [3]. Subse-
quently, the decays Z ! J/y `+`� (with the J/y decaying to two muons) and h ! µ+µ�µ+µ�

were also observed [4, 5].

The BES III Collaboration recently reported the observation of the J/y decays J/y ! e+e�e+e�
and J/y ! e+e�µ+µ�, while for the J/y ! µ+µ�µ+µ� branching fraction an upper limit
was established, 1.6 ⇥ 10�6 at 90% confidence level [6]. In the standard model (SM), these
processes occur via ` ! ` g⇤/Z⇤ transitions, where the virtual photon or Z boson decays into a
pair of leptons, as depicted in Fig. 1. These transitions provide opportunities to probe various
beyond-SM scenarios, where new particles replace the g⇤ or the Z⇤ boson [7–9]. Furthermore,
such rare multilepton decays serve as a novel testing ground for quantum electrodynamics
predictions [10, 11].

Figure 1: Leading-order Feynman diagram representing the J/y ! µ+µ�µ+µ� decay channel.

This Letter presents the first observation of the J/y ! µ+µ�µ+µ� decay and the measurement
of its branching fraction, relative to the J/y ! µ+µ� decay mode. The analysis is based on a
sample of proton-proton collisions at a center-of-mass energy of 13 TeV, collected by the CMS
experiment and corresponding to an integrated luminosity of 33.6 fb�1 [12].

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
extend the pseudorapidity (h) coverage provided by the barrel and endcap detectors. Muons
are measured in the |h| < 2.4 range, with detection planes made using three technologies: drift
tubes, cathode strip chambers, and resistive plate chambers. A more detailed description of the
CMS detector can be found in Ref. [1].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [13]. The second level
consists of a farm of processors running a version of the full event reconstruction software
optimized for fast processing and reduces the event rate before data storage [14].
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Figure 2: Measured four-muon (left) and dimuon (right) mass distributions. The vertical bars
represent the statistical uncertainties. The solid black line represents the result of the unbinned
fit described in the text, while the red and green lines represent the signal and background
terms, respectively.

with essentially the same fit model, except that the signal is represented by the sum of a Crys-
tal Ball function and a Gaussian function, without constraining any of the parameters. The fit
models do not include peaking background terms from hadronic J/y decay modes because the
probability that a pion reaches the muon stations and is misidentified as a muon is below the
per mil level [15], so that such contributions are negligible. The measured mµ+µ�µ+µ� and
mµ+µ� distributions are shown in Fig. 2, together with the results of the fits.

The yields returned by the fits are N(J/y ! µ+µ�µ+µ�) = 11.6+3.8
�3.1 and N(J/y ! µ+µ�) =

(5770 ± 3)⇥ 103. The significance of the J/y ! µ+µ�µ+µ� signal is above 7 standard devi-
ations, evaluated from the likelihood ratio of the default signal-plus-background fit and the
background-only fit, imposing N(J/y ! µ+µ�µ+µ�) = 0, using the standard asymptotic
formula [28].

The J/y ! µ+µ�µ+µ� branching fraction relative to that of the J/y ! µ+µ� is computed as

B(J/y ! µ+µ�µ+µ�)
B(J/y ! µ+µ�)

=
N(J/y ! µ+µ�µ+µ�)

N(J/y ! µ+µ�)

. eJ/y!µ+µ�µ+µ�

eJ/y!µ+µ�
, (1)

where B(J/y ! µ+µ�) is the branching fraction of the reference channel. The reconstruc-
tion efficiencies of each process are calculated as the fractions of generated events that are
reconstructed, their ratio being eJ/y!µ+µ�µ+µ�/eJ/y!µ+µ� = (11.92 ± 0.02)%, where the un-
certainty reflects the size of the simulated samples.

Because the signal- and reference-channel events are recorded using the same trigger and share
similar event topologies, many systematic uncertainties have been seen to cancel in Eq. (1). In
the following, we only describe those that do not cancel.

We evaluate the sensitivity of N(J/y ! µ+µ�µ+µ�) to the fit model by replacing the Crystal
Ball function by a Gaussian function and the linear function by an exponential function. The
corresponding systematic uncertainties are smaller than 0.1% when we replace the signal fit
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Search for HNLs in Parked Data
✦ Heavy neutral leptons are present in many models explaining neutrino 

masses

✦ CMS parked data made it possible to make a search for HNL in b hadron 

decays

✦ Consider generic case of mixing with all three neutrino families: 

, with 


✦ Consider different combinations of 

✦ Look for a peak in the  mass spectrum in a number of categories based 

on the displacement, relative sign of two leptons, and the three-body mass

|VN |2 = |VeN |2 + |VμN |2 + |VτN |2 rℓ = |VℓN |2 / |VN |2

rℓ

ℓ±π∓

75

3

Figure 1: Feynman diagrams showing the semileptonic (upper row) and leptonic (lower row)
decay of a B meson into a lepton (`B), a hadronic system (X) in case of the semileptonic decay,
and a neutrino (n`B

), which contains a small admixture of a heavy neutrino (N). The N mass
eigenstate propagates and, according to its admixture of the neutrino flavour eigenstate (n`),
decays weakly into a lepton `± and a charged pion p⌥.

as `B, or as `. This muon trigger requirement leads to a classification of events according to
the flavour combinations of the leptons: (`B, `) = (µµ, eµ, µe). The µµ channel is referred to
as the dimuon channel, while the other two possibilities, i.e. µe and eµ, are referred to as the
mixed-flavour channel.

This paper is organized as follows: the CMS detector is described in Section 2, and the data
sample is discussed in Section 3, which highlights the role of the special B-parking data stream.
The simulated samples, which are only used to model signal events, are described in Section 4.
Sections 5 and 6 describe the event reconstruction and selection, respectively. The signal nor-
malization is discussed in Section 7. Section 8 presents the signal extraction method, which is
performed using a parametric fit to the data, while Section 9 discusses the systematic uncertain-
ties. The results are presented in Section 10 and are interpreted in the context of the theoretical
framework described above. Section 11 summarizes the principal results of the paper.

Tabulated results are provided in the HEPData record for this analysis [33].

7
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Figure 2: Distribution of the displaced µ±p⌥ invariant mass (left) and Lxy/sLxy
(right) in

data and in simulated event samples corresponding to two different signal hypotheses, in the
Majorana scenario, and with the N mixing exclusively with the muon sector: mN = 1 GeV,
ctN = 1000 mm, |VN |2 = |VµN |2 = 5.4 ⇥ 10�4; and mN = 2 GeV, ctN = 100 mm, |VN |2 =

|VµN |2 = 1.7 ⇥ 10�4. The signal distributions are scaled with factors given in the legend. The
vertical lines show the statistical uncertainty in each bin.

Lxy/sLxy
, is required to be greater than 15.

As the displacement Lxy increases, the tracking and DV reconstruction efficiencies decrease,
limiting the acceptance for long-lived candidates. The efficiency of the signal candidate recon-
struction reaches a few percent for Lxy > 50 cm.

The event reconstruction requirements described above are referred to hereafter as the baseline
event selection. This selection consists only of requirements designed to ensure that the two
leptons and the charged pion are well reconstructed, the relative charges of the `±p⌥ system
are compatible with the signal hypothesis, and the tracks associated with the `±p⌥ system
are consistent with a common, displaced decay vertex. For simulated signal events, the re-
constructed candidates are matched to the generator-level particles, to ensure that the signal
candidates are genuine. For moderate decay lengths, background events passing the baseline
selection arise primarily from QCD processes, which can lead to cascade decays of B mesons
that mimic certain features of the signal signature. In addition, a variety of other combinatorial
backgrounds can enter the signal region, and detector reconstruction effects, including particle
misidentification, secondary interactions in the tracker material, and pileup, can also play a
role.

Figure 2 shows distributions of the key variables m(`±p⌥) and Lxy/sLxy
for events in the

dimuon channel in data and in simulated signal samples, after imposing the baseline event
selection. Two examples of the corresponding distributions for signal events in simulation are
shown. These signals peak sharply at the assumed masses of the N, in this case, mN = 1.0
and 2.0 GeV, as shown in Fig. 2 (left). The distributions of Lxy/sLxy

are shown in Fig. 2 (right).
The data distribution falls with increasing values of Lxy/sLxy

, as expected from its dominant
composition of promptly decaying and short-lived particles.

A number of peaks are observed in the reconstructed invariant mass distributions that are asso-
ciated with known decay modes of SM particles. The peaks can occur in the two-body systems
µBµ±, µBp⌥, and eBp⌥, which sometimes result from particle misidentification. To suppress

CMS JHEP 06 (2024) 183 
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HNL Limits
✦ Set limits on |VN|2 as a function of the 

HNL mass (which fixes the lifetime), as 
well as limits on the lifetime for 
selected masses as a function of 's


✦ Most stringent limits below ~2 GeV
rℓ

76

21

the electron with CMS.

Figure 9: Expected and observed 95% CL limits on |VN |2 as a function of mN, in the Majorana
scenario. On the upper row, the limits are derived uniquely with the dimuon channel, and are
shown for the mixing scenarios (re , rµ , rt ) = (0, 1, 0) on the left and for (re , rµ , rt ) = (0, 1/2,
1/2) on the right; on the lower row, the limits are obtained with the dimuon and mixed-flavour
channel combined, for the mixing scenarios (re , rµ , rt ) = (1/2, 1/2, 0) on the left and for (re ,
rµ , rt ) = (1/3, 1/3, 1/3) on the right. In the upper left figure, results from the CMS [22, 24],
ATLAS [18], LHCb [25], and Belle [15] Collaborations are shown as a comparison; in the other
figures, results from the CMS Collaboration [23] are reported. The mass range with no results
shown corresponds to the D0 meson veto listed in the lower part of Table 1.

The observed lower limits at 95% CL on ctN for 66 different mixing scenarios (re , rµ , rt ), for
three values of masses, mN = 1.0, 1.5, and 2.0 GeV, are shown in Fig. 11 for the Majorana and
Dirac-like cases. The constraint re + rµ + rt = 1 allows the values to be shown in the form
of ternary plots. We verify that the limits improve with increasing values of rµ , while they
slightly degrade with increasing values of re . The latter trend is explained by smaller values
of eGt with respect to eGµ and eGe in Eq. (3). The best limits on ctN are obtained for a signal
mass mN = 1 GeV for the mixing scenario (re , rµ , rt ) = (0, 1, 0). Values of ctN < 9.2 m and
ctN < 10.5 m are excluded at 95% CL for the Majorana and Dirac-like cases, respectively. The
most stringent limits on ctN for the all masses are summarized in Table 5 for the Majorana and
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Figure 9: Expected and observed 95% CL limits on |VN |2 as a function of mN, in the Majorana
scenario. On the upper row, the limits are derived uniquely with the dimuon channel, and are
shown for the mixing scenarios (re , rµ , rt ) = (0, 1, 0) on the left and for (re , rµ , rt ) = (0, 1/2,
1/2) on the right; on the lower row, the limits are obtained with the dimuon and mixed-flavour
channel combined, for the mixing scenarios (re , rµ , rt ) = (1/2, 1/2, 0) on the left and for (re ,
rµ , rt ) = (1/3, 1/3, 1/3) on the right. In the upper left figure, results from the CMS [22, 24],
ATLAS [18], LHCb [25], and Belle [15] Collaborations are shown as a comparison; in the other
figures, results from the CMS Collaboration [23] are reported. The mass range with no results
shown corresponds to the D0 meson veto listed in the lower part of Table 1.

The observed lower limits at 95% CL on ctN for 66 different mixing scenarios (re , rµ , rt ), for
three values of masses, mN = 1.0, 1.5, and 2.0 GeV, are shown in Fig. 11 for the Majorana and
Dirac-like cases. The constraint re + rµ + rt = 1 allows the values to be shown in the form
of ternary plots. We verify that the limits improve with increasing values of rµ , while they
slightly degrade with increasing values of re . The latter trend is explained by smaller values
of eGt with respect to eGµ and eGe in Eq. (3). The best limits on ctN are obtained for a signal
mass mN = 1 GeV for the mixing scenario (re , rµ , rt ) = (0, 1, 0). Values of ctN < 9.2 m and
ctN < 10.5 m are excluded at 95% CL for the Majorana and Dirac-like cases, respectively. The
most stringent limits on ctN for the all masses are summarized in Table 5 for the Majorana and

23

Figure 11: Observed 95% CL lower limits on ctN as functions of the mixing ratios (re , rµ , rt )
for fixed N masses of 1 GeV (upper row), 1.5 GeV (middle row), and 2 GeV (lower row), in the
Majorana (left column) and Dirac-like (right column) scenarios. The red crosses indicate that
there is no exclusion found for that point. The orientation of the value markers on each axis
identifies the associated internal lines on the plot.
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Toward Long Lifetimes
✦ Plethora of models and experimental results

77

More in A. De Roeck's talk Wed
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Run 3 Search for Displaced Jets
✦ Installed much more performant (x4-11) displaced-jet trigger in Run 3, 

based on lower HT threshold (430 vs. 1050 GeV) and better track veto

✦ Advanced graph NN for better background 

 suppression

✦ New limits exceed the Run 2 ones by up to an  

order of magnitude for low-mass long-lived  
particles decaying into a pair of jets

78

Run 3 v.s. Run 2 trigger efficiency

8

● The ratio between the Run 3 
displaced-jets trigger efficiency and the 
Run 2 displaced-jets trigger efficiency for 
a 125 GeV H→SS,S→bb signal model

● The efficiency ratios are shown for 
different scalar masses mS and proper 
decay lengths cτ0

● Run 3 trigger efficiencies are higher than 
the Run 2 trigger efficiencies by a factor of 
4 to 11 for mS between 10 and 60 GeV, 
and cτ0  between 1 and 1000 mm

● The trigger rate is ~26 Hz at 
instantaneous luminosity of 2x1034 cm-2 
s-1

CMS DPS 2023/043 

6

signature using the Punzi formula [68]. We define four exclusive regions to employ the ABCD
background estimation method [69]. Region A includes the events with 0.95 < gdisplaced 
0.9985, 0.95 < gprompt  0.985; region B includes the events with 0.95 < gdisplaced  0.9985,
0.985 < gprompt  1.0; region C includes the events with 0.9985 < gdisplaced  1.0, 0.95 <
gprompt  0.985; and region D, the signal region, includes the events with 0.9985 < gdisplaced 
1.0, 0.985 < gprompt  1.0. The estimated background yield in the signal region is thus:

Nexp
D = NBNC/NA, (1)

where NX is the event yield in region X. The predicted background yields and the number of
observed events in the signal region are shown in Fig. 2. The uncertainties in the predicted
background yields come from the statistical uncertainties in regions A, B, and C. Predictions
and observations are also shown for regions with smaller gdisplaced ranges, achieved by corre-
sponding adjustments to the boundaries of regions A–D, in order to validate the background
estimation method. The background estimation was additionally validated using simulated
QCD events, as well as data in signal-depleted regions with small gprompt values. In all cases,
the background estimation remains to be robust.
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Figure 2: The predicted background yields and the number of observed events for the data with
gprompt > 0.985, shown for different bins of the displaced-dijet GNN score gdisplaced. Expected
signal yields for the H ! SS, S ! bb signature are also shown for models with mS = 40 GeV
and ct0 = 1, 10, or 100 mm, assuming a branching fraction of 1% for the H ! SS decay.

7 Systematic uncertainties

The systematic uncertainty in the integrated luminosity for 13.6 TeV pp collision data in 2022 is
1.4% [70], which is taken as one of the systematic uncertainties in the signal yield. The system-
atic uncertainty arising from the pileup modeling is estimated by varying the inelastic pp cross

8. Results 9

mitigated by the new DV reconstruction algorithm and the GNN taggers, which better capture
information from the B meson decay vertices. The new displaced-jet triggers accept more signal
events, increasing the signal yield compared to previous searches even in this smaller data set.
The upper limits for the S ! tt decay scenario are weaker than the S ! bb and S ! dd limits
because there is less displaced activity in S ! tt decays.

This search provides the first exclusions of hadronically decaying displaced tau leptons with
decay lengths smaller than ⇡1 m. The obtained S ! bb and S ! dd observed limits are com-
pared to other results [40, 41] for representative signal points in Fig. 4. Although this search
analyzes a much smaller amount of integrated luminosity than the other searches, the obtained
limits are much stronger, thanks to the new trigger, reconstruction, and machine learning tech-
niques. The S ! bb (S ! dd) limits outperform previous results by a factor of up to 10 (8).
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Figure 4: Comparisons of the observed limits from this search and other results, for S ! bb,
mS = 40 GeV (upper left); S ! bb, mS = 15 GeV (upper right); and S ! dd, mS = 15 GeV
(lower). The other results include the previous CMS displaced-jets search [40] (red dashed
lines) and the CMS Z + displaced jets search [41] (green dashed lines).
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Run 3 Search for Displaced Muons
✦ Displaced muons appear in a variety of BSM  

scenarios; CMS with its excellent muon system  
offers unique capabilities in this channel


✦ Triggers in Run 3 were optimized by removing  
the beam-spot constraint at L1 and lowering  
the pT thresholds


✦ HLT triggers were also optimized

✦ As a  result, the trigger efficiency increased by up to a factor of four w.r.t. to the 2018 

running

79

3
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Figure 1: Feynman diagrams for (left) the HAHM model, showing the production of long-
lived dark photons ZD via the Higgs portal, through H–HD mixing with the parameter k, with
subsequent decays to pairs of muons or other fermions via the vector portal; and (right) pair
production of squarks followed by eq ! q ec0

1 decays, where the RPV neutralino is assumed to
be a long-lived particle that decays into a neutrino and two charged leptons.

10 GeV and 10.7% at m(ZD) = 60 GeV. The dark Higgs boson is assumed to be heavy enough
so that H ! HDHD decays are kinematically forbidden. (In the sample generation, we use
m(HD) = 400 GeV and k = 0.01.) The production of dark photons is modeled at leading
order by MADGRAPH5 aMC@NLO [19] version 2.9.9. The samples are generated only for the
dominant gluon-fusion production mechanism, but the Higgs boson production cross section
is normalized to the most recent theoretical prediction for the sum of all production modes
for m(H) = 125 GeV at

p
s = 13.6 TeV, 59.8 pb [20, 21]. The decays of the dark photons are

modeled by PYTHIA 8.306 [22].

We also consider a simplified benchmark model inspired by RPV SUSY and featuring displaced
µ+µ�n vertices. Unlike the HAHM, where the two-body LLP decay leads to displaced µ+µ�

vertices that are reconstructed with the dimuon invariant mass mµµ corresponding to the LLP
mass, the presence of a neutrino at the decay vertex leads to a nonpeaking mµµ distribution
with a broad spectrum below the endpoint at the LLP mass. In this model, which was used
by CMS in the Run 1 searches for displaced dimuons [8, 9] and by ATLAS in the Run 2 search
for pairs of displaced charged leptons [11], the LLP is assumed to be an RPV neutralino ec0

1
that results from decays of mass-degenerate squarks, eq ! q ec0

1, which are pair produced in pp
collisions. Nonzero values of RPV couplings l122 and l232 enable displaced ec0

1 decays into a
pair of oppositely charged muons and a neutrino, ec0

1 ! µ+µ�n [23, 24]. The Feynman diagram
for this process is shown in Fig. 1 (right).

The search uses benchmark signal samples that are generated assuming B(ec0
1 ! µ+µ�n) =

B(ec0
1 ! e+e�n) = 0.5, which gives rise to events with up to two displaced dimuon vertices.

To explore a wide range of kinematic variables and event topologies, we chose six m(eq) values
in the range between 125 GeV and 1.6 TeV, and for each chosen m(eq), generated sets of samples
with Dm = m(eq)� m(ec0

1) of 25, 200, and 650 GeV, and sets with constant m(ec0
1) values of 50

and 500 GeV such that m(ec0
1) < m(eq). To study a wide range of signal displacements, each

set contains three samples with the generated ct(ec0
1) values corresponding to mean transverse

decay lengths of approximately 3, 30, and 250 cm in the laboratory frame. All other SUSY par-
ticles (e.g., gluinos and sleptons) are assumed to be too heavy to be produced. (Their masses
are set to 10 TeV.) The samples are generated with PYTHIA 8.306. The squark-antisquark pro-
duction cross sections are calculated with NNLL-fast version 2.0 to approximate next-to-next-
to-leading order (NNLO) in the strong coupling constant, including the resummation of soft

6
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Figure 2: The pT and d0 coverage of the 2016 Run 2 triggers (light blue), 2018 Run 2 triggers
(blue), and newly designed 2022 Run 3 triggers described in the text (red). The two values of
the pT refer to the trigger thresholds for the muons.

bination as a function of ct is shown in Fig. 3 for the simulated HAHM signal events with
m(ZD) = 20 GeV. Because the Run 2 triggers (dashed black) have no restrictions on d0, they
continue to have the highest efficiency (15%) at ct < 0.02 cm. The addition of the Run 3 (2022,
L3) paths (blue) increases the overall efficiency (black) by more than a factor of 2 for ct = 0.1–
1 cm. The efficiency of this trigger starts to drop at ct & 5 cm, when dimuons are produced
beyond the innermost tracker layers and the L3 muon reconstruction efficiency decreases. At
larger ct values, the addition of the Run 3 (2022, L2) paths (red) strongly contributes to the
improvement of the signal efficiency, e.g., by more than a factor of 3 at ct = 1 m. The decline
of the efficiencies at the largest ct is driven by the increased fraction of dimuons produced
outside the CMS detector. Overall, the addition of new L1 and HLT paths improves the trigger
efficiency for ZD with m(ZD) > 10 GeV and ct & 0.1 cm by a factor of 2 to 4, depending on ct
and mass. The performance of the trigger was validated using data as described in Section 6.

4.3 Muon reconstruction and event selection

Optimal performance for the wide range of displacements of secondary vertices considered
in the analysis cannot be achieved by a single muon reconstruction algorithm. To accurately
reconstruct muons produced near the IP, commonly used algorithms developed for prompt
muons are employed. These algorithms combine measurements from both the tracker and the
muon system. Two such TMS algorithms are the global muon and tracker muon reconstruction
algorithms [13, 33]. The global muon algorithm reconstructs muons by fitting hits in the tracker
and segments in the muon system into a common track. The tracker muon algorithm, on the
other hand, builds muons by extrapolating tracks in the inner tracker to the muon system and
requiring loose geometric matching to DT or CSC segments. However, the efficiency of these
algorithms decreases rapidly as the distance between the IP and the muon origin increases. In
contrast, algorithms that rely solely on information from the muon system can still efficiently

4.3 Muon reconstruction and event selection 7
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Figure 3: Efficiencies of the various displaced dimuon trigger paths and their combination as
a function of ct for the HAHM signal events with m(ZD) = 20 GeV. The efficiency is defined
as the fraction of simulated events that satisfy the detector acceptance and the requirements of
the following sets of trigger paths: the Run 2 (2018) triggers (dashed black); the Run 3 (2022,
L3) triggers (blue); the Run 3 (2022, L2) triggers (red); and the OR of all these triggers (Run 3
(2022), black). The lower panel shows the ratio of the overall Run 3 (2022) efficiency to the
Run 2 (2018) efficiency.

reconstruct muons produced in the outer tracker layers and beyond. These STA algorithms [13,
33] can reconstruct muons with displacements of up to a few meters. However, they exhibit
poorer spatial and momentum resolution compared to muons reconstructed using the more
precise information from the silicon tracker.

To benefit from the advantages offered by both types of algorithms, we begin the muon selec-
tion with the muons reconstructed by a specific STA algorithm that eliminates the beam spot
constraints from all stages of the muon reconstruction procedure. This approach yields the
highest efficiency and the finest resolution for highly displaced muons, surpassing all other
available STA algorithms. Subsequently, we attempt to match each STA muon with muons re-
constructed using global muon and tracker muon algorithms, and replace the STA muon with
an associated TMS muon if a match is found. As in the Run 2 analysis [5], we reject events in
which no HLT muon pair that triggered the event matches two STA muons.

Due to the need to reduce large backgrounds as much as possible, careful optimization of the
event, muon, and dimuon selection was done for the Run 2 analysis, as described in Section 4
of Ref. [5]. A summary of the selection criteria used in the Run 2 analysis is given in Table 1
of Ref. [5]. Most of the selection criteria are unchanged, as is the association between STA and
TMS muons for those tracks originating within the tracker volume. The rest of this section of
the paper describes only the changes and refinements to the muon and dimuon selection for
this Run 3 search, while also introducing analysis variables that are used in the background
estimation.

Because of the increase in the background as a result of the lower pT trigger thresholds, an iso-
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Displaced Muon Search
✦ The analysis is based on 2022 data

✦ Uses two combinations of muons: STA-STA (muon 

detector only) and TMS-TMS (tracker + muon detector)

✦ The analysis uses dimuon mass and the impact 

parameter significance as the discriminating variables

✦ Limits set (ZD model is shown as an example) are 

comparable or better than the Run 2 limits, despite 1/3 of 
integrated luminosity

80
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Figure 15: The 95% CL upper limits on B(H ! ZDZD) as a function of ct(ZD) in the HAHM
model, for m(ZD) ranging from (upper left) 10 GeV to (lower right) 60 GeV, obtained in this
analysis, the Run 2 analysis [5], and their combination. The observed limits in this analysis and
in the Run 2 analysis [5] are shown as blue and red curves, respectively; the median combined
expected limits are shown as dashed black curves; and the combined observed limits are shown
as solid black curves. The green and yellow bands correspond, respectively, to the 68 and 95%
quantiles for the combined expected limits.
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Figure 10: Comparison of the observed (black points) and expected (histograms) numbers of
events in nonoverlapping (left) mµµ and (right) m

corr
µµ intervals in the STA-STA dimuon category,

in the signal regions optimized for the (left) HAHM and (right) RPV SUSY model. Yellow and
green stacked filled histograms represent mean expected background contributions from QCD
and DY, respectively, while statistical uncertainties in the total expected background are shown
as hatched histograms. Signal contributions expected from simulated signals indicated in the
legends are shown in red and blue. Their yields are set to the corresponding median expected
95% CL exclusion limits obtained from the ensemble of both dimuon categories, scaled up as
indicated in the legend to improve visibility. The last bin includes events in the histogram
overflow.

7 Results
The numbers of observed events and the predicted background yields in the STA-STA category
are shown in Fig. 10 in representative mµµ and m

corr
µµ intervals. The width of the mass intervals

and the |DF| and mµµ requirements for events in Fig. 10 (left) and Fig. 10 (right) correspond
to those chosen, respectively, for the study of the HAHM and of the RPV SUSY model. For
illustrative purposes, signal distributions at the level of the median expected exclusion limits
at 95% confidence level (CL) obtained from the ensemble of both dimuon categories in the
background-only scenario are also shown. The numbers of observed events are consistent with
background predictions. As expected for background events, most of the observed events have
low mµµ .

The numbers of observed events and the predicted background yields in the TMS-TMS cate-
gory are shown in Figs. 11–13. Figure 11 shows the distributions of min(d0/sd0

) for TMS-TMS
dimuons with (left) |DF| < p/30 and (right) |DF| < p/4, for events in all mass intervals
combined. As expected for background events, the events in data are predominantly at low
values of min(d0/sd0

). Figure 12 shows the distributions of m
corr
µµ in three min(d0/sd0

) bins,
6–10, 10–20, and >20, for dimuons with |DF| < p/4, the looser |DF| requirement used for the
study of the RPV SUSY model. The numbers of events in the SR chosen for the study of the
HAHM model, with the tighter requirement |DF| < p/30, are smaller (with no more than one
event per mµµ bin), as shown in Fig. 13. The numbers of observed events are consistent with
background predictions in both SRs. The largest min(d0/sd0

) bin, min(d0/sd0
) > 20, contains

the lowest experimental background and, except for the smallest lifetimes, most of the signal
predicted by both models.

These results are used to set upper limits on B(H ! ZDZD) in the HAHM model and on the
product of the squark-antisquark production cross section s(pp ! eqeq) and B(eq ! q ec0

1) in the
RPV SUSY model. The limit extraction is based on a modified frequentist approach [37, 38] and
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Figure 11: Distributions of min(d0/sd0
) for TMS-TMS dimuons with (left) |DF| < p/30

and (right) |DF| < p/4, for events in all mass intervals combined, for both the validation
(min(d0/sd0

) < 6) and signal (min(d0/sd0
) > 6) regions. The number of observed events (black

circles) is overlaid with the stacked histograms showing the expected numbers of QCD (yellow)
and DY (green) background events. Statistical uncertainties in the total expected background
are shown as hatched histograms. Signal contributions expected from simulated signals in-
dicated in the legends are shown in red and blue. Their yields are set to the corresponding
median expected 95% CL exclusion limits obtained from the ensemble of both dimuon cate-
gories, scaled up as indicated in the legend to improve visibility. Events are required to satisfy
all nominal selection criteria with the exception of the d0/sd0

requirement. The last bin includes
events in the histogram overflow.
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Figure 12: Comparison of observed and expected numbers of events in bins of m
corr
µµ in the TMS-

TMS dimuon category, in the signal regions optimized for the RPV SUSY model. The number
of observed events (black circles) is overlaid with the stacked filled histograms showing the
expected numbers of QCD (yellow) and DY (green) background events in bins of m

corr
µµ in three
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) bins: (left) 6–10, (center) 10–20, and (right) >20. Hatched histograms show statisti-

cal uncertainties in the total expected background. Contributions expected from signal events
predicted by the RPV SUSY model with the parameters indicated in the legends are shown as
red and blue histograms. Their yields are set to the corresponding median expected 95% CL
exclusion limits obtained from the ensemble of both dimuon categories, scaled up as indicated
in the legend to improve visibility. The last bin includes events in the histogram overflow.
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DM+bbll Search
✦ A variation on a mono-Z theme with a new channel: bbH → 

Z(ll)a(𝝌𝝌), which is expected in a variety of models, including 
the ones explaining the galactic center ɣ ray excess


๏ First dedicated search in this channel

✦ Relatively simple search based on a multivariate discrimination 

built of kinematic properties of the final-state particles

✦ Set model-independent limits on the cross section as a 

function of ma

82
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Figure 1: Example graph for heavy pseudoscalar mediator production decaying into Dark Mat-
ter particles, in association with Z(! ll̄)bb

where mH is the mass of the heavy neutral CP-even scalar, H, of the 2HDM+a, while the other
neutral CP-even scalar, h, is identified with the 125 GeV Higgs state. The scalar spectrum of
the 2HDM+a contains a charged scalar H± with mass mH± . The neutral 2HDM CP-odd scalar
A mixes with the portal pseudoscalar mediator a with mixing angle q to the two pseudoscalar
mass eigenstates a and A. The mixing allows both a and A to couple simultaneously to DM
and the SM fermions, providing the portal between visible and DM sectors. The coupling
of a (A) to DM is given by sin q yc (cos q yc ). The ratio of the vacuum expectation values of
the two doublets are given by tan b, while the mixing angle a in the neutral CP-even sector
satisfies b � a = p/2. The lP1

and lP2
parameters control the quartic interactions between the

doublets and the singlet, while l3 mediates the same quartic interaction but only between the
two doublets. The mass of the DM particle is mc . A more elaborated definition of all the model
parameters can be found in [37]. Furthermore, a thorough study of the constraints implied in
Eq. 1 is presented in [39].

The note is organised as follows. After a brief description of the CMS Detector in Section 2, the
data and simulated samples are described (Section 3). In Section 4 the event reconstruction is
outlined, while Section 5 describes the event selection including the multivariate analysis. The
background estimation is discussed in Section 6, while the systematic uncertainties are given
in Section 7. The final results are presented in Section 8 and summarised in Section 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. More detailed descriptions of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic variables, can be found in Refs. [40].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [41]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
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Figure 5: Main statistical discriminant of the analysis used to extract the signal. The left side of
the upper panel (divided by a vertical greyish dotted line) shows the four CRs defined to esti-
mate the normalization of the main background processes entering the signal region, whereas
the right side of the upper panel shows the full MLP spectrum (seventeen bins) in the SR used
to ultimately discriminate between signal and background. The lower panel shows the post-fit
values and uncertainties of the ratio between the observed data and the predicted SM back-
ground. The various background processes are represented with color-filled histograms, with
the color as indicated in the legend for each case. The data points are shown as black dots
with vertical and horizontal error bars, while the signal scenarios under consideration are rep-
resented with a dashed-dotted line. The benchmark signal cross section is set to 0.05 pb for
proper visualization purposes. The figure comprises the full combination of all search chan-
nels and categories for the total collected data in Run 2.
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background processes. In this case, this is illustrated for two signal mass configurations cor-
responding to mH = 400 GeV and ma = 100 GeV and mH = 1000 GeV and ma = 100 GeV, but
depending on the mass difference (mH � ma), the concentration of signal events will be higher
(more boosted) or lower (less boosted) at large MLP values; the more boosted (larger mH � ma)
the signal topology is, the easier it is to discriminate against the backgrounds.

8.1 Limits on the process cross section

The results are used to set upper limits at 95% CL on the product of the cross section and
branching fraction s(pp ! bbH) ⇥ B(H ! Za) ⇥ B(Z ! ll̄) ⇥ B(a ! cc̄). Under the
assumption that the narrow width approximation is valid for all resonances involved in the
decay chain, the computed upper limits are model-independent. Within this context, the limits
only depend on the masses of the new resonances involved, i.e. mH and ma, and they can be
translated into constraints on the parameters of a concrete model via the dependence of the
cross section and branching fractions.
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Figure 6: Expected upper limits at 95% CL on the product of the cross section and branching
fraction (s ⇥ B) as specified in the text on the signal process here studied. The dependence
of the limits on the pair (mH, ma) has been accommodated into various 1D projections for a
fixed value of mH, where the corresponding limits have been scaled by an appropriate factor
to easy the visualization of those. The y-axis contains the obtained cross section upper limit
for the various combinations, whereas the x-axis exhibits the dependence on the mass of the
pseudoscalar. The dashed line corresponds to the central expected limits, while the green and
yellow bands indicate the regions that contain 68% and 95% of the distribution of the expected
limits.

Figure 6 shows the expected upper limits on the above-specified cross section as a function
of the masses of the two resonances. The 2-dimensional dependence has been unrolled into
a 1-dimensional graphic for better illustration, i.e. each limit band depicted along the y-axis

https://cds.cern.ch/record/2905049/files/SUS-23-018-pas.pdf
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Figure 1: Feynman diagram of inelastic dark matter production and decay in proton-proton
collisions. The heavy dark matter state c2 can be long-lived.

the solenoid. A more detailed description of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic variables, can be found in Ref. [17]. The
particle-flow (PF) algorithm [18] is used to reconstruct and identify each individual particle in
an event, with an optimized combination of information from the various elements of the CMS
detector.

The analysis was carried out with data collected by the CMS detector in 2016, 2017, and 2018
with total integrated luminosity of 138 fb�1. Simulated samples of signal and backgrounds
were used to optimize the event selection and to assist in the background estimation strategy.
Signal samples with exclusive dimuon decays were generated with MADGRAPH5 aMC@NLO
v.2.6.0 [19, 20] at leading order (LO) and injected into PYTHIA v8 [21] for fragmentation and
parton-shower modeling. PYTHIA also sets the lifetime of the heavy dark matter state via a
configuration parameter. The range of parameters considered for the signal model are moti-
vated by the literature (e.g. Ref. [12]) and consist of mA0 = 3 m1, D = {0.1, 0.4}m1, ct in the
range of 1–1000 mm, and aD = {0.1, 0.4}. Here ct is the proper lifetime and aD is the coupling
strength of the U(1)D in the dark sector. The CUETP8M1 tune [22] is applied to 2016 samples
and the CP5 tune [23] to 2017 and 2018 samples. Two parton distribution functions are used:
NNPDF3.0 [24] (2016) and NNPDF3.1 [25] (2017/2018). Additional proton-proton interactions
in the same bunch crossing (pileup) are simulated as well. Finally, the detector response is
simulated with GEANT4 [26], and physics reconstruction algorithms are applied identically to
collision data and simulated data samples.

The event selection is chosen to exploit the unique features expected from iDM: large p
miss
T , at

least one energetic jet, and a pair of displaced muons collimated with~pmiss
T . The trigger strategy

relies on p
miss
T since the muons are too soft to use for trigger selection. Candidate events are first

selected by triggers with minimum threshold of 120 GeV applied to both p
miss
T and the negative

vector sum of hadronic activity in the event, H
miss
T , as reconstructed at the trigger level. Both

quantities are constructed without including muons. In the offline selection, the requirement is
set to p

miss
T > 200 GeV across all years, which is in the plateau of the trigger efficiency.

The leading jet in the event is required to have pT > 80 GeV and |h| < 2.5. Only one other recon-
structed jet, with pT > 30 GeV and |h| < 5.0, is allowed per event, to accommodate additional
initial-state or final-state emissions. The requirement on the limited number of jets mitigates
the dominant background from SM events comprised uniquely of jets produced through the
strong interaction, referred to in this note as QCD events. To suppress top quark backgrounds,
events are vetoed if any jets are identified as originating from a b quark according to the loose
working point of the DeepCSV algorithm [27, 28]. Similar to Ref. [15], jets are required to
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Search for Inelastic DM
✦ Originally models of inelastic DM (IDM) were  

proposed to explain the DAMA anomaly;  
nevertheless they are generally viable models  
involving dark sectors - first IDM search at the LHC


✦ Probe a model w/ 2 nearly mass-degenerate DM states, 𝛘1 and 𝛘2 (m2 - m1 = Δ = 
(0.1-0.4)m1), as well as a dark photon mediator A' (mA' = 3m1), which is long-lived


✦ The signature is two collimated displaced muons aligned with pTmiss (also used for 
triggering)


✦ Special displaced muon reconstruction capable of extending sensitivity to large cτ

✦ A' is mixed both with photon and Z, hence peak in sensitivity around m(A') = m(Z)

83

3

have at most 80% of their energy coming from neutral hadrons and at least 10% coming from
charged hadrons. These requirements, together with a set of quality filters applied to all events,
reduce the likelihood of p

miss
T mismeasurement [29]. The leading (subleading) jet must be az-

imuthally separated from ~pmiss
T by at least 1.5 (0.75) radians. These selections further mitigate

QCD and sub-dominant backgrounds by ensuring that the dark matter system is well isolated
in the event.

Muons are reconstructed with a specialized algorithm designed to remain efficient even for
large displacements of up to several hundred centimeters from the luminous region. This
displaced standalone (dSA) algorithm relies solely on muon chamber information, does not
require muons to be consistent with originating at the interaction point, and uses candidate
tracks from cosmic muon algorithms to seed the track finding and fitting stage [30, 31]. In
Fig. 2, the reconstruction efficiency of dSA muons is compared to the standard global recon-
struction algorithm [32], which requires both tracker and muon chamber information, for a
representative signal sample. The efficiency is calculated as a function of the distance vxy in
the transverse plane between the muon-pair vertex and the vertex with the largest value of
summed physics-object p

2
T. The displaced reconstruction efficiency remains high past the end

of the tracker when the standard efficiency drops to zero.
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Figure 2: Reconstruction efficiency of standard (blue) and displaced (red) reconstruction algo-
rithms as a function of transverse vertex displacement vxy in the central region of the detector
(|h| < 1.2), for a representative signal sample. The two dashed gray lines denote the end of the
fiducial tracker and muon chamber regions, respectively.

The baseline muon selection requires at least two identified dSA muons per event. The identi-
fication criteria consist of >12 hits across �2 different muon chamber stations (and >18 hits if
no hits are found in the endcaps), track c2 per degree of freedom c2/dof < 2.5, pT resolution
spT

/pT < 1, pT > 5 GeV, and pseudorapidity |h| < 2.4. The efficiency to identify such a dSA
muon (about 90%) was measured with three different data samples providing complementary
coverage of the kinematic phase space: cosmic muons (displaced); muon pairs from Z decays
(high-pT); and muon pairs from J/y decays (low-pT). This was compared to corresponding
simulated samples and the efficiency ratio was parameterized by the muon pT, h, and trans-
verse impact parameter dxy and applied as a correction to simulated events. Completing the
selection, a cosmic muon veto is implemented by discarding events containing at least one pair
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which is needed for a reasonable background estimation
in the fourth bin.
The dominant signal uncertainties in the analysis are

either statistical, arising from a low selection efficiency for
some signal hypotheses, or systematic due to imperfect

knowledge of efficiencies, energy corrections, and the
integrated luminosity [60–62]. The total signal systematic
uncertainties averaged over all years are approximately
20%, 30%, and 40% for the zero-, one- and two-match
categories, respectively (with a yearly breakdown shown
in Table II). These are applied uniformly to all signal
hypotheses, unlike the statistical uncertainty, which
depends on the signal efficiency of each hypothesis.
The observed yields in data are used to perform a

simultaneous fit to the four ABCD bins in each match

TABLE II. Systematic uncertainties in the analysis. The jet
uncertainties are larger in 2017 because of noise issues with the
ECAL end cap. The tracking inefficiency in 2016 is caused by
the unexpected saturation of photodiode signals in the tracker.
The first two rows give the uncertainty per PF muon. Thus, for the
first row, the contributions are 0%, 5%, and 10% in the zero-, one-
and two-match categories, respectively. The third row lists the
DSA displaced reconstruction (reco.) systematic uncertainty.

Uncertainty 2016 2017 2018 Correlation

PF displaced ID 5 5 5 Total
PF prompt ID 3.2 2.8 3.0 Total
DSA displaced reco. 2 2 2 Total
DSA displaced ID 2 2 2 Total
DSA prompt ID 0.6 0.7 0.6 Total
b quark jet ID 0.5 0.5 0.5 Total
Electron and photon ID 0.5 0.5 0.5 Total
Trigger 1.5 1.5 1.5 Total
Jet energy resolution 1.0 9.0 2.5 None
Jet energy scale 2.0 6.0 2.0 Total
Luminosity 1.2 2.3 2.5 Partial
Tracking inefficiency 10 ! ! ! ! ! ! ! ! !

FIG. 4. Two-dimensional exclusion surfaces for Δ ¼ 0.1m1

(top) and 0.4m1 (bottom), as functions of the DM mass m1 and
the signal strength y, with mA0 ¼ 3m1. Filled histograms denote
observed limits on σðpp → A0 → χ2χ1ÞBðχ2 → χ1μþμ−Þ. Solid
(dashed) curves denote the observed (expected) exclusion limits
at 95% C.L., with 68% C.L. uncertainty bands around the
expectation. Regions above the curves are excluded, depending
on the αD hypothesis: αD ¼ αEM (dark blue) or 0.1 (light
magenta). The sensitivity is higher in the region near
m1 ≈ 30 GeV or mA0 ≈ 90 GeV because of the A0 mixing with
the Z boson in that mass range.
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FIG. 3. Measured min -dxy distribution in the two-match
category, after requiring the min -dxy muon to pass the isolation
requirement IrelPF < 0.25 (i.e., the B and D bins of the ABCD
plane). Overlaid with a red histogram is the background predicted
from the region of the ABCD plane failing the same requirement
(the A and C bins), as well as three signal benchmark hypotheses
(as defined in the legends), assuming αD is equal to the
electromagnetic (EM) fine-structure constant αEM. The red
hatched bands correspond to the background prediction uncer-
tainty. The last bin includes the overflow.
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SUSY 
Searches

See also Yuya Mino's talk on Wednesday
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Supersymmetry of Supercemetery?
85
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Overview of SUSY results: gluino pair production
Moriond 2021CMS

137 fb°1 (13 TeV)

Selection of observed limits at 95% C.L. (theory uncertainties are not included). Probe up to the quoted mass limit for light LSPs unless stated otherwise.
The quantities ¢M and x represent the absolute mass diÆerence between the primary sparticle and the LSP, and the diÆerence between the intermediate
sparticle and the LSP relative to ¢M , respectively, unless indicated otherwise.
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Overview of SUSY results: electroweak production

June 2023CMS Preliminary

137 fb°1 (13 TeV)

Selection of observed limits at 95% C.L. (theory uncertainties are not included). Probe up to the quoted mass limit for light LSPs unless stated otherwise.
The quantities ¢M and x represent the absolute mass diÆerence between the primary sparticle and the LSP, and the diÆerence between the intermediate
sparticle and the LSP relative to ¢M , respectively, unless indicated otherwise.
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Selected CMS SUSY Results* - SMS Interpretation Moriond '17 - ICHEP '16

 = 13TeVs
CMS Preliminary

-1L = 12.9 fb -1L = 35.9 fb

LSP m⋅+(1-x)Mother m⋅ = xIntermediatem
For decays with intermediate mass,

0 GeV unless stated otherwise  ≈ 
LSP

 Only a selection of available mass limits. Probe *up to* the quoted mass limit for  m
*Observed limits at 95% C.L. - theory uncertainties not included

Limits, limits, limits... 

But: read the fine print! 

Simplified SUSY models are 
very simplistic and are unlikely 
to describe the actual SUSY  
realization! 
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pMSSM Run 2 Interpretation
✦ Will highlight just one new analysis: the pMSSM interpretation of a plethora 

of Run 2 SUSY searches, which goes beyond the SMS interpretation

๏ 19-parameter scan [3 gaugino parameters M1,2,3;  

6 squark masses; 4 slepton masses; 3 fermion-Higgs couplings, and 3 Higgs 
sector parameters (tanβ, μ, mA)]


๏ 5 CMS SUSY searches [soft OS lepton, jets+MET, SFOS, disappearing tracks, 
single lepton]


✦ Quantifies the impact of the Run 2 searches on the exclusion in various 2D 
planes


✦ Gives examples of pMSSM points with 2-3σ observed significance 

86
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Combined
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Figure 4: Survival probability based on the full scan (left), based on the subset of the scan
respecting DM constraints (center), and based on the natural DM subset (right), as a function
of LSP mass and mass differences between the LSP and the lightest neutralino states or the
stau mass. Black bins indicate where no pMSSM points survived the CMS analyses, and white
indicate where no pMSSM points are present in the prior. Also shown are the prior (solid) and
posterior (dashed) density contours corresponding to the respective constraints.
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Figure 5: Survival probability based on the full scan (left), based on the subset of the scan
respecting DM constraints (center), and based on the natural DM subset (right), as a function
of LSP mass and mass differences between the LSP and the lighter top and bottom squark,
gluino, and LCSP masses. Black bins indicate where no pMSSM points survived the CMS
analyses, and white indicate where no pMSSM points are present in the prior. Also shown
are the prior (solid) and posterior (dashed) density contours corresponding to the respective
constraints.
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ñt

t̃1

c̃0
1

c̃0
2

c̃0
3

c̃±
1

t̃2

Figure 8: Four pMSSM model points (run number, iteration number) with positive Z signifi-
cance in reading order with symbols indicated as in : red circle (550, 52206), gray triangle (136,
33723), pink square (132, 73754), and orange triangle (449, 65877). The Z scores vary between 2
and 3.

5.4 Successive impact of analyses

The impact of various CMS analyses, DM, and naturalness constraints is shown in Fig. 9 for
mass projections. Of note is the unique phase space probed by the various analyses, the sensi-
tivity of the SFOS analysis to models with true leptons as well as long-lived charginos, the high-
mass reach of the disappearing track analysis, and the broad impact of the 0-lepton jets+MHT
search across the range of mass differences. Also of note is the combined constraint from CMS
and DM data, which together bound the SUSY masses from above and below, leaving a range
of intermediate but bounded viable mass values. The additional constraint of the lenient nat-
uralness criterion further enforces the upper bound on the masses and primarily leaves an
island of compressed-mass models with mass differences between a few hundred MeV and a
few GeV.

6 Summary

The CMS experiment has conducted various searches for BSM physics during the 2016-2018
data taking period at the CERN LHC, which have been interpreted using a 19-parameter scan of
the phenomenological minimal supersymmetric standard model (pMSSM). Using previously
published results from search analyses data from pp collisions at 13 TeV, corresponding to
an integrated luminosity of 138 fb�1, the study has provided a comprehensive analysis of the
pMSSM. This model, a general realization of the MSSM with parameters defined at the su-
persymmetry scale, captures most observable features of the R-parity conserving weak scale
MSSM. A global Bayesian analysis has been performed, incorporating CMS data along with
pre-CMS measurements and indirect probes of supersymmetry.

As a result of the CMS analyses, the posterior probability density generally shifts towards
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The 95 GeV Puzzle
✦ The long-standing puzzle with a ~2σ hint seen since 

LEP era

✦ A 2.8σ hint seen in CMS in H(ɣɣ) analysis with 20 fb-1 of 

8 TeV + 36 fb-1 of 13 TeV data


✦ Recent CMS analysis of full Run 2 data sees a similar 
excess (albeit with much smaller cross section)


✦ New ATLAS result neither confirms nor kills this excess

87
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Figure 7: The background confidence 1 − CLb as a function of the test mass mH. Full curve:
observation; dashed curve: expected background confidence; dash-dotted line: the position of the
minimum of the median expectation of 1− CLb for the signal plus background hypothesis, when the
signal mass indicated on the abscissa is tested. The horizontal solid lines indicate the levels for 2σ
and 3σ deviations from the background hypothesis (see the Appendix for the conversion).
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Fig. 6. Expected and observed exclusion limits (95% CL, in the asymptotic approxi-
mation) on the product of the production cross section and branching fraction into 
two photons for an additional Higgs boson, relative to the expected SM-like value, 
from the analysis of the 8 and 13 TeV data. The inner and outer bands indicate the 
regions containing the distribution of limits located within ±1 and 2σ , respectively, 
of the expectation under the background-only hypothesis.

Fig. 7. Expected and observed local p-values as a function of mH for the 8 and 
13 TeV data and their combination (solid curves) plotted together with the relevant 
expectations for an additional SM-like Higgs boson (dotted curves).

the LHC Higgs cross section working group [60]. No significant ex-
cess with respect to the expected number of background events is 
observed. The minimum (maximum) observed upper limit on the 
product of the production cross section and branching fraction nor-
malized to the SM-like value is 0.17 (1.13) corresponding to a mass 
hypothesis of 103.0 (90.0) GeV. Fig. 7 shows the expected and ob-
served local p-values as a function of the mass of an additional 
SM-like Higgs boson, calculated with respect to the background-
only hypothesis, from the analyses of the 8 and 13 TeV data, and 
from their combination. The most significant expected sensitivity 
occurs at the highest explored mass hypothesis of 110 GeV with 
a local expected significance close to 3σ (>6σ ) for the 8 (13) TeV
data, while the worst expected significance occurs in the neigh-
borhood of 90 GeV, where it is approximately 0.4σ (slightly above 
2σ ). For the combination, the most (least) significant expected 
sensitivity occurs at a mass hypothesis of 110 (90) GeV with a local 

expected significance of approximately 6.8σ (slightly above 2.0σ ). 
In the case of the 8 TeV data, one excess with approximately 2.0σ
local significance is observed for a mass hypothesis of 97.7 GeV. 
For the 13 TeV data, one excess with approximately 2.90σ local 
(1.47σ global) significance is observed for a mass hypothesis of 
95.3 GeV, where the global significance has been calculated using 
the method of [77]. In the combination, an excess with approxi-
mately 2.8σ local (1.3σ global) significance is observed for a mass 
hypothesis of 95.3 GeV.

8. Summary

A search for an additional, SM-like, low-mass Higgs boson de-
caying into two photons has been presented. It is based upon 
data samples corresponding to integrated luminosities of 19.7 and 
35.9 fb−1 collected at center-of-mass energies of 8 TeV in 2012 
and 13 TeV in 2016, respectively. The search is performed in a 
mass range between 70 and 110 GeV. The expected and observed 
95% CL upper limits on the product of the production cross sec-
tion and branching fraction into two photons for an additional 
SM-like Higgs boson as well as the expected and observed local 
p-values are presented. No significant (>3σ ) excess with respect 
to the expected number of background events is observed. The ob-
served upper limit on the product of the production cross section 
and branching fraction for the 2012 (2016) data set ranges from 
129 (161) fb to 31 (26) fb. The statistical combination of the results 
from the analyses of the two data sets in the common mass range 
between 80 and 110 GeV yields an upper limit on the product of 
the cross section and branching fraction, normalized to that for a 
standard model-like Higgs boson, ranging from 0.7 to 0.2, with two 
notable exceptions: one in the region around the Z boson peak, 
where the limit rises to 1.1, which may be due to the presence of 
Drell–Yan dielectron production where electrons could be misiden-
tified as isolated photons, and a second due to an observed excess 
with respect to the standard model prediction, which is maximal 
for a mass hypothesis of 95.3 GeV with a local (global) significance 
of 2.8 (1.3) standard deviations. More data are required to ascertain 
the origin of this excess. This is the first search for new resonances 
in the diphoton final state in this mass range based on LHC data 
at a center-of-mass energy of 13 TeV.
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Figure 6: (a) Compatibility of the data, in the model-independent search, in terms of local ?-value (solid line),
with the background-only hypothesis as a function of the assumed NWA signal mass <-. The dotted-dashed lines
correspond to the standard deviation quantification f. (b) 95% CL upper limits on the fiducial cross-section times
branching ratio B(- ! WW) as a function of NWA <-, where the solid (dashed) line corresponds to the observed
(expected) limit and the green (yellow) band corresponds to one (two) standard deviation from the expectation.

scan is shown in Figure 7. Due to the truncated range in <X, the most significant excess occurs at 85.2 GeV
for the narrow-width model hypothesis and corresponds to a local significance of 1.7f. In the absence
of a significant excess, upper limits are set set on ffid ⇥ B as a function of �X/<X and are illustrated in
Figure 8.

The result of the model-dependent ?-value scan is shown in Figure 9(a) and the largest deviation is observed
for a mass of 95.4 GeV, corresponding to a local significance of 1.7f. An upper limit at the 95% CL is
set on fH ⇥ B from 19 fb to 100 fb for the model-dependent result, as shown in Figure 9(b). The limited
number of ?? collisions recorded is the dominant uncertainty impacting this result. The model-dependent
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Figure 7: Compatibility of the data with the background-only hypothesis, using the local ?0 quantified in units
of standard deviations, f, as a function of the assumed signal mass <X and of the relative width �X/<X for the
model-independent search.
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Wait, there is More!
✦ Two more CMS results seems to suggest some 

excess in the same 95 GeV region

๏ MSSM H(ττ) search with an excess at m(ττ) ≈ 100 GeV

๏ X → H(ɣɣ)Y(bb) search with MX ≈ 650 GeV and  

MY ≈ 100 GeV
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Figure 7. Expected and observed 95% CL exclusion limit on production cross section for pp → X →
HY → γγbb signal. The dashed and solid black lines represent expected and observed limits, respec-
tively. The green and yellow bands represent the ±1 and ±2 standard deviations for the expected limit.
The middle plot in the 3rd row shows the largest excess observed for mX = 650GeV and mY = 90GeV.

The observed excess being not statistically significant, we set upper limits at 95%
confidence level (CL) on the product of resonant production cross section and branching
fraction to γγbb channel using the CLs criterion [86], taking the LHC profile likelihood
ratio as a test statistic [87]. The asymptotic approximation is used in the limit setting
procedure [86, 88, 89].

Figure 6 shows the upper limits on resonant production cross section as a function
of resonance mass mX for HH searches. The expected limits decrease from low to high
mX region and observed limits are consistent with them within ±2 standard deviations
(±2σ). Depending on mX , the observed upper limits at 95% CL vary between 0.82–0.07
and 0.78–0.06 fb for spin-0 and -2 resonant HH searches, respectively. The corresponding
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https://link.springer.com/content/pdf/10.1007/JHEP07(2023)073.pdf
https://link.springer.com/content/pdf/10.1007/JHEP05(2024)316.pdf
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But...
✦ Recent ATLAS result in the same X → H(ɣɣ)Y(bb) 

channel sees no excess at the (650,100) GeV point 
and sets an upper limit on the cross section of 0.2 fb


✦ The jury is still out
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Figure 3: Post-fit distributions of the PNN discriminant output in the (a) 2 1-tagged signal region for <- = 250 GeV
and <( = 100 GeV and (b) 1 1-tagged signal region for <- = 1000 GeV and <( = 70 GeV, after a background-only
fit to data. The signals corresponding to the two PNN parameterisations, normalised to a 1 fb cross section, are
illustrated for comparison. The WW+ jets category represents the sum of WW+ jets, W + jets and dĳet backgrounds.
The error band corresponds to the total systematic uncertainty after fit.

(a) (b)

Figure 4: (a) Expected and (b) observed 95% CL upper limits on the signal cross section times branching fraction
for the -! (� signal, in the (<-, <() plane. The points show where the limits were evaluated. The band at
<( = 125 GeV is not shown as those points are equivalent to those already probed in Ref. [19].
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New Physics or Another 750?
90

Interpreting the 750 GeV digamma excess: a review

ALESSANDRO STRUMIA

CERN, INFN and Dipartimento di Fisica, Università di Pisa

We summarise the main experimental, phenomenological and theoretical issues related to the

750GeV digamma excess.

The first LHC data about pp collisions at
p
s = 13TeV agree with the Standard Model (SM),

except for a hint of an excess in pp ! �� peaked at invariant mass around 750GeV [1]. We

denote the new resonance with the symbol, z, used in archaic greek as the digamma letter and

later as the number 6 ⇡ Mz/Mh, but disappeared twice. New data will tell if the z resonance

disappears or is confirmed. In the meantime, the z excess attracted significant theoretical

interest [2–370]. Indeed, unlike many other anomalies that disappeared, the �� excess cannot

be caused by a systematic issue, neither experimental nor theoretical. Theoretically, the SM

background is dominated by tree-level qq̄ ! �� scatterings, which cannot make a �� resonance.a

Experimentally, one just needs to identify two photons and measure their energy and direction.

The �� excess is either the biggest statistical fluctuation since decades, or the main discovery.

1 Data

During the Moriond 2016 conference CMS presented new data taken without the magnetic field;

ATLAS presented a new analysis with looser photon selection cuts (called ‘spin 2’ analysis to

distinguish it from the earlier ‘spin 0’ analysis); furthermore both collaborations recalibrated

photon energies in a way optimised around 750GeV rather than around Mh = 125GeV. As a

result, the statistical significance of the �� excess increased slightly, both in CMS and in ATLAS.

aSee [302,346,365] for attempts of finding a Standard Model interpretation.

ar
X

iv
:1

60
5.

09
40

1v
2 

 [h
ep

-p
h]

  5
 A

ug
 2

01
6



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t C
M

S 
H

ig
hl

ig
ht

s 
- C

or
fu

 2
02

4 
- S

M
 &

 B
ey

on
d

Conclusions: Quo Vadis?
✦ LHC is an amazing machine, with a spectacular performance by far 

exceeding the expectations

✦ Discovery of the Higgs boson in 2012 has completed the standard model 

of particle physics and paved an avenue to decades of exploration

๏ Cf. the richness of top quark physics now, nearly 30 years after the discovery!


✦ Precision standard model measurements, supported by the latest theory 
developments, continue to be very exciting and important


✦ Direct searches for new physics have unexpectedly failed so far, but not 
for the lack of trying!


๏ Redirect searches away from theoretical lampposts, and toward challenging 
signatures and most sophisticated analysis techniques


๏ If no observation: LHC will do for dim-6 operators what LEP did for the dim-4 
ones (SMEFT approach)


✦ It's too early to throw a towel in: there are still hints for possible BSM 
physics and we will follow up on them diligently


✦ Stay tuned for many more new results from Run 3 data to come soon!91



Thank You!


