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Abstract

The Compact Muon Solenoid (CMS) is one of the four experiments that
take place at the Large Hadron Collider (LHC) studying the interactions
between elementary particles. One of the most important parts of the detec-
tor is its control system which is used for controlling it and monitoring its
operation. This thesis was conducted under a collaboration between the
high energy physics group of the National Technical University of Athens
and the central Detector Control System (DCS) team of the CMS experiment.
During that time, some of the tools of the central team were improved. On
top of that, a control system that will be used in the test beams during the
development of the High Granularity Calorimeter (HGCAL) was made.

In the beginning of the document the LHC particle accelerator as well
as the CMS experiment are presented. Then after a brief introduction in
the basic principles of calorimetry the basic characteristics of the HGCAL
detector are given. Furthermore, an introdutcion to control systems as well
as the tools used at CERN to develop them is made. Finally the structure
of the control system in CMS is presented as well as the tools that were
improved during this thesis






IIepiAnwn

To nteipapa Compact Muon Solenoid (CMS) eivat to €va ano ta téooepa
nelpdpata nou die§dyoviat oto peydlo srmrayxuviy] adpoviev (Large Hadron
Collider) pe okomno Vv PeAétn 1oV otoXewdav oopatdiov g UAng. 'Eva
aro ta CNPAVIIKOTEPA KOPHATIA TOU ITEPAPATog £ivatl tTo ouotnpa autopd-
TOU €A£YX0U TO 01To{0 Xprotponoteital yla to €AeyX0 Kat v mapakoAoudnon
g Aettoupyiag tou nelpapatog. H dSimdepatikn epyaocia autr) eknovOnke
KAt aro 1) ouvepyaoia g opddag puotkng uPnAwv evepyelov tou EBvikou
MetooBiou [ToAutexveiou Katl tng KEVIPIKIG opddag ToU OUCTIIATOS AUTOHd-
ToU eAéyyou tou nelpapatog CMS. Kata to didotnua ng ouvepyaoiag autr|g
BeATlwOnkav kArola ano ta epyaieia rmou d1abétel 1o ovotnpa autopdtou
eAéyxou. Akopa avarntuxOnke €va ocuotnpa to onoio Oa ypnowononOei ota
test beams rou 6a paypatoroinBouv yla tmyv avdrntuén tou aviyveutr] High
Granularity CALorimeter (HGCAL).

Zinv apyxr g epyaciag autrg yivetal pia rnapouciacn toug Ermtaxuvir)
oopatdov LHC kabng kat tou nietpdpatog CMS. It ouvéxela petd ano pa
avapopd otg Baokeg apyEg tig Beppidoperpiag mapabstovial ta Baokd xa-
paxktnplotikd tou aviyveutr]) HGCAL. Entetta yivetat piia e10aywyr) ota ouott)-
pata autopdtou eAgyxou, ota epyaleia rou xprnowyonotovviat oto CERN yia
TV KATAOKEUT] TOUG KAl IEPLYPAPETALl TO OUCTNHIA TOU KATAOKEUAOTNKE yia
10 HGCAL. TéAog rapouotiddetat n opr) Tou ouotrjpiatog autopdtou eA€yX0oU
tou CMS kaBwg kat ta diadopa epyaieia ta oroia BeAtdOnKav.
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Kepadawo 1

O Aviyveutnig Compact Muon
Solenoid

Zto kepdadaio auto Oa yivel pia ouviopn avadopd otov PeydAo ermtaxuvir)
adpoviev (Large Hadron Collider, LHC) kabwg kat otov aviyveutr) Compact
Muon Solenoid (CMS) ywa v avaBdadpion tou ornoiou Kataokeudadetal 1o
High Granularity CALorimeter (HGCAL) yia okormo tou oroiou €yive 1 na-
pouoa epyaoia.

1.1 The Large Hadron Collider

O peydlog erutaxuvirg adpoviewv (Large Hadron Collider (LHC)) eivat o
peyadutepog ermtaxuving ocopatdiov nmou €xel kataokevaotei rote. O LHC
BploKetal OTIG £YKATAOTAOELG TOU EUPMITATKOU KEVIPOU £€PEUVAG OTNV ITUPT)-
vikr] puoikr] (CERN) (Ewkova 1.1) ortou kat t€ébnke oe Asttoupyia 1o deutepo
eCapnvo tou 2008. Eivat évag ermtaxuvirg KUKAIKOU OX1ATOG PE TIEPTHIETPO
27 xoperpa o oroiog Bpioketar 100 pérpa kdtww ano i yn ota 'aAdo-
EABetika ouvopa petadu ng Atpvng g F'eveung kat g opooeipdg Jura. H
Aettoupyia tou Baoiletatl oy emtdyuvon 2 deopdv MPOTOVieY 1 piia Katd T
$opd TOU POAOY10U eV 11 AAAn pe aviiBetn gpopd. Ot 6€oieg auteg, OUYKPOU-
ovtai oe 4 niporaBopiopéva onpeia ota onoia £€xouv toroBetnOei avixveutég
ocopatdieov. O emrayuvirg autog eival KATaoOKEUAOUEVOS WOTE VA EITITUY-
Xdvel ouykpouoelg pe evépyela ton pe 14 TeV oto ouotmpa kévipou pddag
KATL TTOU TOV KAVEL TTIOAU 10X UPOTEPO ATIO OTTO10VONTIOTE AAAO EMMITAXUVIH] €XEL
Kataokeuaotel mote. Z10X0G G KATAOKEUNG ToU eivatl n pedéwn g doung
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KE®PAAAIO 1. O ANIXNEYTHY COMPACT MUON SOLENOID
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Ewkova 1.1: Aepodputoypadia ToU eUpRIIAIKOU KEVIPOU £PEUVAG OTNV QUOIKT)
otoxewdov oopatdiov (CERN). Zin potoypadia aneikovidovial oxnpatikd
Ta TouveA ota oroia ermrayuvovial ot 6éopeg Kabwg Katl ta t€ooepa onpeia
ota oroia Bpiokovtat ot aviyveutég. OAeg o1 Sratdagelg Bpiokovral 100 pérpa
KAT® arno v ermgpdvela g yns.

Kadl NG oUpnepliPpopdg tdV oToiXe1wdnv oopatidiov Kabmwg Katl t@v aAAnAert-
dpdoewv toug. Ta TEXVIKA XAPAKINPIOTIKA TOU EITITAXUVIY] AUTOU, divouv In
duvatotnta peAéng g PuUOoIKNG otV KA{paka tov 14 TeV.

1.1.1 To xaOiepPEVO MPOTUNO

To mAnpéotepo POVIEAO TIOU UTIAPXEL Yia TNV MEPLypadr] TOV OTOIXEIRD-
bwv ocopatdiov eivat 1o kabiepopévo npoturo (Standard Model, SM). Mé-
Xpl outypnis to SM meptypd@et pe oAU Kadn akpiBeia oda ta meipapatkd
aroteAéopata rnou €xouv napatnpndel. Zuppeva pe 1o SM ta otoixeiwdn
ocopatidla xepidoviat oe 2 rawyopieg (Ewkova 1.2), ta prodovia xkat ta gpep-
povia. Ta peppiovia eivatl ta copatidia ano ta onoia arotedeital ) UAnN Kat
Xxwpidovtal oe 2 kawnyopieg ta Asrmovia Kat ta Kouapkg. H kamnyopia tov
Aerttoviev aroteAeital amnod 10 NAEKTPOVIO, TO P10VIo Kal to Tau. KdbBe éva amno
autda ta oopatida propet va Bpebet edeuBepo otn ¢puon. Emniong yia xkdbBe
éva arno ta oopatidla avtd, urndpxet Kat éva avtiototXo verpivo mou ta “ou-
vodeuel”. Ta koudpxkg eivatl 6 kat dev priopouv va BpeBouv edeuBepa, aAAd
oe ouvbuaopoug eV 2 1] twv 3 dnpioupyouv dAAa copatidia, ta adpovia.

Extog anod v Unapin twv otoXeiwdov oopatdiov, 1o SM neptypdget

12



KE®PAAAIO 1. O ANIXNEYTHY COMPACT MUON SOLENOID

Kd1 TOV TPOTI0 1€ ToV ortoio autd aAAnAermudpouv. Xt ¢puor urtdpxouv 4 otot-
Xewwdelg duvdpelg o1 onoieg H1€rmouv 11g aAAnAerudpdoelg 1ov oopatdieov. H
1oxUp1), N aoBevnig, N nAskrpopayvnuiky kat n 8aputnta. H Bapuinta ootoco
etvatl moAu aduvapn kat dev ennpeddetl Ta otolXelwdn oopatidia kat yr avtod
0ev ouprnepldapBavetal oto kKabiepopévo mpoturo. ['a kdabe pia and autég
TG duvdpelg to SM rpoBAErnet v Uapdn oopatdiov (Prnodoviov) NEon TV
oroiev erkPppdadetal n kabs duvapun.

of mater (lermions)
| Il 11
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Ewkova 1.2: O nivakag teov otoixeliwdov copatdiov oupdava pe 1o Kablepw-
pévo potunod. Ta copatidia xwpidovial os 2 Katnyopieg ta peppiovia Kat ta
prodovia. Ta gpeppiovia eival ta oopatidla amno ta ornoia aroteAeital n UAn
Katl xopidovial oe U0 Katnyopieg, ta Aertovia Kat ta Koudapkg. Ta Aemtovia
propouv va BpeBouv eAelBepa otn pUOTN eV TA KOUAPKG 0Xl. Ta Koudpkg oe
ouvdbuaopod 2 1) 3 oxnuatidouv dAda ceopatidia, ta adpovia.

ErmunpooBeta, 1o poviédo autd mpoBALmel v Urapsn evog akopa ompa-
T18iou 10 omoio suBuvetal ya v pdda tov vnodoinwv. To copatidio autod
etvatl 1o pro¢ovio tou Higgs kat dev eixe nmapatnpnBei noté. 'Evag arnd toug
OTOXO0UG T®V IEPAPNAT®V 1ou die§dayoviat oto LHC eivat n mapatrjpnon 1tou
oopatdiou autou. To kadokaipt tou 2012 avakovwbnke ano ta nepdpata
tou LHC n napatjpnon tou ouykekpipévou oopandiou kat €tot o LHC ka-
TAPEPE VA ETTITUXEL £vaV ATIO TOUG ONPAVIIKOTEPOUG OTOX0UG TOU.

Onwg avapépbnke kal nmapandave, 1o SM dev nieprypadet ) Baputnta.
Etvai 6ebopévo ouvenmg nwg ocav povigdo eivat eAAerneg kabwg dev mepldap-
Bavel 0Aeg 11 aAAnAsermidpdoelg mou cupbaivouv ot ¢uor. Evag anod toug
otoxoug tou LHC eivat va nipoortaBbriost va napatnpriost puoikeg diepyaoieg
rou 6ev neprypdgovtat arod 1o kabiepwpévo npoturo. Na paget dndadn ya
evdeifelg yla kawvoupyla Quoikr 1] aAA1wg yla GUOIKY Iépa arod 10 Kablepw-

13
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Alignment target
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Ewkova 1.3: Eykdpoia topr) evog arno toug payvrteg tou LHC. 210 e00tep1ko
¢atvoviat ot BdAapol Kevou KaB®G KAl 01 Payvijteg ITou XP1O10ITotouvIal
yla v KapruAeon aAdd kat v eotiaon tg 6éopng.

pévo npotunto (Beyond the Standard Model, BSM). Mwa ano tig 1o uro-
oxopeveg Bewpieg 1 UTtapén ng ornoiag Ha rpoonadrjoet va eAeyxOel anod tov
LHC eivat autr) g vniepoupetpiag (Supersymmetry).

1.1.2 To smitayuviiko cvotnpa tou LHC

To LHC, dérniwg eummbnke, Bpioketat 100 pérpa kdtw aro ) yn. Kata-
OKEUAOTNKE OTO TOUVEA ITOU Xprnotponotoutay yia tov srmrayuvir) LEP (Large
Electron Positron collider) to oroio ipaypatornotoutav oto CERN. ArtoteAet-
Tatl aro €va oUVOAO UMEPAYWYIH®V LAY VIT®V ITOU XP1oloroouvial yia v
Kaprudwon g 6¢oung, addd Kat yia v eotiaocn g ota onpeia onouv npay-
patortolovvial 01 oOUyKpouoelg. Xprnowornotouvial riepirtou 1200 payvrteg
yla v KapruAeon kat riepinou 400 ya v eotiaon tng. Ot payvr)teg dwa-
wnpouvial oe Beppokpaocia nepirnou 1.9 K katd ) didpkela g Asttoupyiag
TOU €rtayuviy] Kat yia v yudn 1oug Xpnotponoleital uypo 1A10.L10 £0®-
TEPKO KaBevog amno toug payvrteg, 8piokoviatl 2 OdAapotl kevou péoa otoug
ortotoug Kwvettat n 6éopn (Ewkova 1.3).

IMa v emtayxuvon g 6éopung, to CERN 61a0¢tet éva oAoxkAnpo cuotnpa
ano srmtayuvies. H 8€opun nepvael H1adoxika kabéva amno toug ermtayuvieg
ripwv €10€A0e1 otov LHC yia 10 1eA1k6 0tdd1o g ermrtdxuvong Kat t) ouy-
Kpouon tov duo deopwv (Ewkova 1.4). Ta mpotovia mpogpyxovial aro pia
PLAAn pe a€Plo USPOYOVO TO OTTIO10 E10EPYXETAL OE 10X UPO NAEKTIPIKO TS0 OTI0U
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KE®PAAAIO 1. O ANIXNEYTHY COMPACT MUON SOLENOID

apalpouvidal ta NAEKTPOVIA ATtd TOUG ITUPTVES KAl €101 IIPOKUITIOUV ITPOTOVLAL.
APoU ta rpwtovia rtapaxbouv, otn CUVEXELd E10£PXOVTAL OTOV ITIPWTO EITITA-
xuvtr) tov LINAC 2 o ortoiog €ivat évag ypappikog EMMTtayuUving Kat ETayUvet
1a npatovia oe evépyela 50 MeV. Z1n ouvexela n 6€oun e1oépyetat otov Pro-
ton Synchrotron Booster (PSB) kat énetta oto Proton Synchrotron rmou ta
P®IOVIa ermtayuvovial oe evépyela 26 GeV. To ernopevo otddlo srmtdyuv-
ong, rneptdapBavel to Super Proton Synchrotron (SPS) mou emtuyydvetat
evépyela 450 GeV kat 1édog n 6éoun, swoépyxetat otov LHC yia 10 tediko
otadio ermtaxuvong. H 6éopn tou LHC armotedeital and nakeérta npoioviov
(bunches) xkd6s ¢va amno ta onoia nepiéyxet 1.15 x 10! mpwtdvia.

O1 2 KUpleg MAPAPETPOl amnod TS ornoieg e€aptdtat n Asttoupyia tou LHC
elvat n evépyeleg 1oV 2 deopwv Kat n petewvotnta toug (luminosity). O pub-
POG TRV YEYOVOTOV (OUYKPOUOE®V) ITOU IIPOKUITIOUV A0 TNV AE1ToUpyia tou
ETTITAX UV, TIPOEPXETAL ATTO 1 OXEON:

R=o0oLl (1.1)

Orou o eivat i) evepyog dratopr) tng puotkng diepyaoiag kat L 1 peTEVOTIA.
[Ma va datnpnBeil n anodotikotnTa TOU MEPAPATOS Yia pia dedopevn evép-
vewa E, n potevotnta tou avixveutr mpénet va avidvetat avdloya pe o E2,
KaBmg 1 evepyog dratopn eivatl avtlotpoPp®g avdAoyn g I0oOTNTAG AUTHS
(0 o 1/E?). H p@tevotta evog EMmTayuvit] O Oroiog OUYKPOUEL 2 Taketa pe
ap1Opo copatdieov ny, ny pe ocuyxvotnta f, divertatr ano ) oxéon:

P (1.2)
411040y

Orou oy, oy ta eykapotla poPid g déopng. H npobBAenopevn potevotnta
tou LHC eivar £ = 103 cm ??s™!. E66 aidel va onpeindei nmog ektdg and
OUYKPOUOE1S IMPRTOVIDV, ota ImAaiola tev nepapatov Ba yivoviat kat ouy-
KPOUOEIS 10VIOV J10AUB60U, He dpotevotnta £ = 102“cm2s™! kat evépyesia
1312 GeV oto cuotnpa KEvipou padag.

['a va ermteuyOel 160N peydAn potevotnta, Ba mpémnet  ouyvotnIa ouy-
KpoUoe®V KaBwg Kat o aplfpnog npetovieov o kKAbe aketo va eivat roAuv pe-
ydAog. I'ia 1o Adyo auto kdBe d€opun npwtoviov anoteAeitat arno 2808 nakeEta
oAU kovtd petalu toug. Kdbe naxéto nepiéyet mepinou 10'! kat ta onoia
ouykpouovtal repirou kdBe 25 ns. Auto divel cuxvotnTa CUYKPOUOERDV 101
pe 40 MHz.
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CERN's Accelerator Complex
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Ewkova 1.4: To ouprmAeypa emtayuvieov tou LHC. Ot 6éopeg potoviev €1-
ogpxovial apxikd otov ypappiko erutayuvin] LINAC 2, ot ouvéyxela repvouv
dradoykd anod toug ermttaxuvieg Proton Synchrotron Booster (BSB), Proton
Synchrotron kat Super Proton Synchrotron (SPS), mipwv kataAriouv otov
LHC y1a 1o teA1ko6 otddio srmtdyuvong. Extog ano tov LHC, pe 6€opun ano ta
ponyoupeva otddla ermrtdaxuvong tpododotouvial PIKPOTEPA MEPAPATA OTO

CERN onwg 1o n-TOF, ISOLDE, ELENA k.a.
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KE®PAAAIO 1. O ANIXNEYTHY COMPACT MUON SOLENOID

1.1.3 Ot aviyveutikeég Swataferg tou LHC

Onwg avapepdnke mo ndve, ot 2 srmrtayuvopeveg 6€oeg ouykpouovidal
petady Toug e OKOTIO TNV TTApatr)pnorn puolkev diepyactdv. Ot cUyKpouoetg
autég yivovtatl oe 4 npokaBopilopéva onpeia ndve oto HaxTUAlo Tou ermta-
Xuvir] ota oroia eivat tortoBstnpévol aviyveutég (Ewova 1.4). ZuvoAkd o
daxktuAiog tou LHC €xet 8 onpeia npdoBaong ota 4 anod ta oroia ivat toro-
Betnuévol avixveutég. Ot aviyveutég autoi eivat ot e&ng:

* A Toroidal LHC Apparatu$S (ATLAS), Point 1.

* Compact Muon Solenoid (CMS), Point 5.

e LHC beauty (LHCb), Point 2.

* A Large Ion Collider Experiment (ALICE), Point 8.

O1 2 mpatot aviyveutég ATLAS kat CMS, sivatl nepdpata yevikou evdia-
PEPOVTIOG Otr PUOKI] UYnAwv evepyeliwv. AvtiBeta ot aviyveutég LHCD kat
ALICE eival KataoOKeEUAOPEVOL Yld Tr HEAET] OUYKEKPIHEVOV PATVOUEVOV.
[Tio ouykekppéva to LHCDb €xet oav okomnod v napatrjpnon tou b (beauty)
KOUudpk KaBwg kat t pérpnon tng rnapabiaong g ouvpperpiag CP (CP-
violation). To neipapa ALICE eivat oxediaopévo yia va peAetr|oet 11 oUy-
Kpouoelg Bapéwv 10viov addd Kat Bapémv 10Vie®v - IP®Tovieov ol ortoieg Oa
IIPAYHATOITO10UVIAl €KTOG A0 AUTEG TRV IMpwtoviov. Extog arnod ta 4 autd
epapata urndpyxouv kat dAda pikpotepa, onwg to TOTEM kat to CASTOR
Ta oroia polpddoviatl 1o onpeiou ouykpouong pe tov aviyveutry CMS. Té-
Aog, onv Ewkova 1.4 pnopei kaveilg va 61 dAAa pikpotepa rneipapa ta onoia
TpoPodotouvial pe 8E€0PEG Ard KATO0V A0 TOUS PIKPOTEPOUS ETTTAYUVIEG
TOU oupridéyparog srmrayxuvieov. Optlopéva ano auvtd ta nepdpata sivat to
ISOLDE (Isotope Separator On Line DEvice), to nTOF (neutron Time Of
Flight) to ELENA (Extra Low ENergy Antiproton) kat dAAa.

1.2 Compact Muon Solenoid

O aviyveutrig CMS, eivatl éva neipapa yevikou evoiapépoviog. 'a tov
Aoyo auto oxedldotnKe Kal KATAOKEUAOTNKE AKOAOUODVIAG TIG YEVIKEG TTPO-
draypagég yla évav aviyveutr] oopatidiov. Eivat kuAivdpikou oyxrjpatog pe
diapopa enineda opoadovika oto dfova g 6éopung oav €va "Bapédl” (bar-
rel). I'a va propéoet va aviyveuoest oAa ta oopatidla rmou napdyoviatl Katd
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KE®PAAAIO 1. O ANIXNEYTHY COMPACT MUON SOLENOID

TIg OUYKpOUoelS Oa mpéret va eivatl epunTUIKA KAE10TOG KAl yid TO0 AOYO auto
ota 8o dxkpa tou urndpyouv uo Hiokol kABetol oto dfova tng SEopng ot
ortoiot KAetvouv tov aviyveutr] (endcaps). O aviyveutng, €xet prkog 28.7 m
Kat aktiva 15 m eve ¢uyidet mepirntou 14.000 16voug kat eivat apKetd Pikpog
yla 10 6dpog TOU Kal TV ITOCOTNTA UAIKOU ITOU TEPLEXEL. ATTO eKel ITPOEPXETAL
n A&&n compact oto 6vopa tou.

‘Eva anod 1ta ocopatidia pe to peyaAutepo evHlapepov ®G Impog v avi-
XVeuon toug eivat ta povia. Auto cupBaivetl 810t n avixveuon toug ivat pa
apketd §ekdOapn €vdedn yia tnv mpaypatonoinon d1epyaociav ot omoieg ivat
vyiong onpaoiag yla myv Asttoupyia tou mnelpdpartog. a to Adyo autod to
CMS eivatl KataoKeUuaopPEVo WOTE va aviXVeUEel Pe PeydAn akpiBela povia kat
arod ekel mpokuIttel n AéEn muon oto ovopa Ttou aviyveutr]. TéAog oAU on-
PavTiko PEPOG TOU OAOU aviyVveutr), eival o payvitng o ornoiog Ba ermrpeyet
Vv akpiBbn pETpnon g opung twv ceopatdiov nou napayoviat. Xto CMS
eAEXONKe 1 Xpnopornoinon evog owAnvoeldoug, 60U katl to solenoid, o
ortoiog Oa mapayet éva payvnuko nedio vwoug 4 T napdAAnda otov dfova
g 6€oung Katl ouven®g Oa Kapmudwvel TG TPOX1ES TV copatidinv, kKabsta
otov agova autng.

Mropeti va aroderyBel g n duvatotnta AvaKaTtaoKeUG NG OPUNS EVOS
poviou amnd évav aviyveutr], e§aptdtal arod v 10XV T0U Payvnukou adAd
Kdl T0 PU)KOG autou, cUpdmva He T oXEon:

O: _ 9 _ _ 8pr
pr s 950.3BL2 (1.3)

Ornou pr n €yKApOla OUVIOTOOA TG OPHIG TOU oepatidiou, s 1 KAPMUA®ON
G TPOXAG TOU Arto T0 Payvntuiko rnedio tou aviyveutr, B n évtaon tou pa-
yvnukou niediou kat L 1o prjkog tou avixveutr]. H Aoyikr] Kataokeung tou
CMS eivat t€tola wote va €Xel PeydAo payvnuko redtd kat pkpo peyeog,
oe avtibeorn pe 1o ATLAS 1ou erédele va €xel £€va X1 1000 duvato payvnuko
nedio kat peyadutepo peyebog.

I'a va priopéoet to CMS va ermtuxetl Toug otoXoug tou, Oa mpéret va dia-
O¢tet:

* 'Eva uynAng rootntag ouotnpa avixveuong tpox1ov, to oroio 0a divet
erniong Kat mAnpogopia yla v oppr] 10V copatdiov.

* Eva nAektpopayvnuko Oeppidoperpo, vPnAng avaluong yua v avi-
XVEUOT] PATOVIOV KAl NAEKTIPOVIQDV.
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CMS Detector

Micrastrips (0-180um)

Pixels 200m?  ~8.6M
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Qverall length 1287 m Endcaps: 4E8 Cathode Sirip & 432 Aesislive Plate Chambars
Magnetic field T3BT

Ewova 1.5: O aviyveutrig Compact Muon Solenoid. O aviyveutr|g arote-
Aettat ano 4 smpépoug urnoaviyveuteg, tov Tracker, 1o nAekrpopayvntiko
Beppidoperpo, 10 adpovikd Beppidoperpo Kat Toug avixveuteg poviov. Ta
T Asttoupyia tou avixveuty Xprnotwponoteitat erniong évag owAnvoeldng pa-
yvijIng o ortoiog rapdyet €va payvnuko nediou éviaong 4 T.

* Eva adpoviko Bepp1doperpo 1kavo va aviyveuoet 0Aa ta oudstepa addd
Kal ta poptiopéva adpovia rmou dnpioupyouvial arod 1 OUYKPOUOELS OTO
KEVIPO TOU AVIXVEUTH.

* 'Eva uynArg anodoong Ploviko oUoTtnpd, 1KAavo vd aviXveUoel Td Piovia
aAAd KAl va PETPr)oeL Ta XAPAKINPIOTIKA TOUG, OIS OPUL] K.d.

[Ma va emtuyetl autég Tig podlaypadeg, 1o CMS oxedlaotnke oe diapopa
ertineda kabéva aro ta omoia €xet éva Lexmploto podo. Kabe éva amd autd
Ta ernineda eival évag vroaviyvuetg (subdetector) o oroiog eivatl uneubu-
VOG y1a TtV oUAAOY1] £VOG OUYKEKPIPEVOU KOPHPAToU TAnpogopiag. OAa ta
Koppdtia autd oudAéyovtatl Kat o ouvéuaopog toug divet ) duvatotnta tau-
Toroinong twv ceopatdiov nmou dnuioupyndnkav Katd tr oUYKPOUOoT T®V
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npwtoviov. To CMS arnoteAeitatl anod 4 vroaviyveuteg, tov Tracker o ortoiog
elvatl aviyveutng tpoxlag, to nAekrpopayvnuko Beppidoperpo (Electromag-
netic Calorimeter, ECAL), 10 adpoviko Beppidoperpo (Hadronic Calorimeter,
HCAL) kat toug avixveutég ploviov (Muon Detectors). Extog ano toug avi-
XVeUteg autoug, to CMS 61abétet kat éva omAnvoeldeg, 1o o1oio rapdyet va
MOAU 10XUpo payvnuko rnedio. To owAnvoeldeg, dev eivatl aviyveutrg addd
elvat anapaiinto yua ) omotr] Aettoupyia t@v UMoAOIN®V aviXveutwy.

H 61atadn mou akoloubeitat oto CMS givatl neg ta 3 avixveutikd ouotr)-
pata Tracker, ECAL kat HCAL Bpiokovtatl 0t0 €00TEPIKO TOU PAY VI EVO
10 POVIKO cuotnpa Bpioketal €€m amo tov payvrt. Kdbe éva amo ta ou-
oupata avtd, 61ab€tel éva Koppdtt Tou 0Tto KUPo PEPOG TOU AVYXVEUTL], OTO
barrel 6nAadr), aAAd kat éva ota Kandkia autou.

LG enopeveg evotnteg, Ba yivel Sexmplotr] avapopd Kat reptypadr] tou
KaBevog ano ta aviyveutka cuotrpata tou CMS. Ipwv ano autod opwg eivat
ONPAavtiko va yivel pia avapopd oto oUCT A OUVIETAYHEVOV TT0U XP1O10-
noteitat ota nielpapata tou LHC. Tha v nieptypadi) 10U avixveutr), PItopet
va xpnowportonOei éva rapteolavo oUotnid CUVIETAYHEVOV CUPP®VA HE TO
ortoio o agovag x Seiyvel pog 1o KEVIPO Tou daktudiou tou LHC, o ddovagy
va Seixvel mpog ta rmave kabeta oto dfova tng 6¢opung, eve dfovag z sivat rna-
PAAANAog 1pog Tov dfova g 6éoung. Qotooo £reldr] T0 OX1A TOU AVIXVEUTH
elvatl KUAvOP1KO, 1 Iepypadr) TOU YIVETAl IO EUKOAT av Xprnotporown el eva
dAAo ouotnpa avapopdg To ortoio Xapaktnpidetatl ano v putAéta (r, ¢, n).
Orou 1 eivat n arootacn aro tov dfova z, ¢ eivat np adipoubilak) yeovia aro
Tov dfova X Kat n eivat pia moootnta rmou ovopddetatl pseudo-rapidity kat

dtvetat anod ) oxéon n = —In(tan 5). Ormou 0O eivat n yovia arno tov Betiko

nuiagova z. Zinv ekova 1.6 gpaivetatl n psueudo-rapidity yia didapopeg tipég
g yoviag 0.

1.2.1 O aviyveutfg TPOoYX1®V

O aviyveutrig Tpoxiwv tou CMS eivatl 10 IPOTO AVIXVEUTIKO OUCTHA TTOU
d61aB€tet 1o meipapa kat Bpioketat rmo Kovid oto onpeio aAAnAenidpaong twv
2 deopmv. O podog tou eival n avaratackeun g Tpoxtds Kabwg kat n peé-
TPNO1 NG OPHIG TV Iapayopevev copatdieov. Mropet va petpriost pe pe-
YdAn axkpiBeia v opur] poviov, nAekrpovieov addd kat poptiopévav adpo-
viev. Exet ertiong ) duvatdtnta avakataokeung Tov Kopupwv (vertices) otig
ortoieg yivetatl n mapaywyn deutepeudviov oopatidiov. O avixveutr|g autog,
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=0

p=90° /

p=45°

/_du=10°ﬂ*"*n=2'44
i U=Dc . n:cﬂ

Ewova 1.6: H pseudorapidity (n = — In(tan g)) ®G ouvdptnon g yoviag 0.
H yovia 6 sival n yovia amno tov Ostko nuidadova z. Qg afovag z £xetl oplotet
o afovag ng 6éoung tou LHC.

n=0.88

€xel koG 5.4 m rat KaAvrrtel pa reploxy) r<1.2m kat Inl<2.5.

AOY® NG PEYAANG PXOTEIVOTNTAG TOU EMITAXUVIN KAl tng B€ong tou, 0 ouy-
KEKPIPEVOG avixveutr)g Oa mpérnet va 61ab€tel mMoAU KaAny H1akpitiKy) 1KAvo-
mta addd Kat peyddn avioxrn otnv axktivoBoldia. Emiong Ba mpémet va €xet
IMOAU KAAO XpOVo AroKplong yld va KAtaypddel 000 10 duvatov IePloco-
Tepa yeyovotda. To UAKO mou ermAéxOnke yla v KATAOKEUT] TOU givatl 1o
rupitio. T'a toug aviyveutég tpoxldg, eival oAU onpavuko va sivat kata-
OKEUAOMEVOL € TETO10 TPOIT0 WOTE vad TEPIEXOUV 1 PKPOTEPN duvatr] Iooo-
nta UAkou. O Adyog eival neg ta oopatidia aAAnAermdpouv pe 10 UAIKO ToU
AVIXVEUTH] KAl XAVOUV eVEPYeEld. AV O AVIXVEUTHG TEPLEXEL PEYAAN TOoOTTA
UAwkou, eivat rmbavo ta copatidia va evarnobeoouv OAn toug Vv evépyela
OTOV AVIXVEUTH], VA OTAPATI|O0OUV 0’ aUtdV Kdl vd PNV IpoX®PrjcouV otd UTIo-
Aorta aviyveuTikd ouotrijpata Ydvoviag £€tol MoAUTIUn mAnpodopia yia v
aviyveuor toug. I'a to Adyo auto yia v UAoIoinon ToU aviXveutr] TIPoX10V
Xpnowornor}Onkav duo dradopetireg texvoroyieg. To npwto otddio tou ei-
vat évag aviyveutrg pixel kat didpopa orpopata pe avixveutég arno strips
rtupttiou oto e§wtepkou tou pixel detector. Xwpikd o avixveutg xwpiletat
ota €&§ng tunpata, pixel detector, 0TtoUG AVIXVEUTEG OTO EOMTEPIKO TOU KUATV-
8pou (Tracker Inner Barrel, TIB), oe autoug rou Bpiokovtdal 010 e§OTEPIKO
otpopa tou tracker (Tracker Outer Barrel TOB), otoug eowtepikoug diokoug
(Tracker Inner Disks, TID) kat otoug aviyveuteg 1ou Bpioxkoviat ota end-
caps (Tracker Endcaps). Ztnv eikova 1.7 paivovtal ta didpopa turpata tou
AVIXVEUTH] TPOX10OV KAB®G KAl 1] TTEPLOXT] ITOU AUTOG KAAUTTIEL.
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Ewodva 1.7: Zxnpa g d1dta&ng tou aviyveutig poXiov tou CMS. IMa tnv KataoKeUr) T0U XP1o1110-
o Onkav 6Uo draPopetikeg texvoloyieg aviyveutmv. To mp®To otdd10 010 E0MTEPIKO TOU AVIXVEUTY],
etvatl évag aviyveutrg ano pixel rupttiou. Z10 e§@TEPIKO AUTOU UMdpXouv §1adopa oTpOUATA ATIO
aviyveuteg pe strips rupttiou. Ta orpopata auvtd sivatr ta: Tracker Inner Barrel (TIB), Tracker
Outer Barrel (TOB), Tracker Inner Disks (TID) kat Tracker Endcaps (TEC). v eikova ¢paivetat
eriong n X®P1Kr KAAUYPT TOU AVIXVEUTI] TPOX1WV.
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1.2.2 To nAextpopayvntiko Oeppidopetpo (ECAL)

To deutepo ouotnpa aviyveut®wv tou CMS eivat 1o nAsktpopayvntiko Oep-
pooperpo (Ewkova 1.8). Zkomog tou sivatl ) PE€Tpnorn g EVEPYELAS TV nAe-
KTPOVImV KAl IOV OTOVIOV ITOU Iapdayovial arno 1§ ouykpouoelg. To ECAL
oxed1AonNKe ®WOTE va PIopet va petpriost pe peydAn akpiBela g evépyeleg
TV POTOVIOV, 10T €vag Ao ToUg EMMKPATECTEPOUS TPOITOUG H1d0TIa0nG TOU
prodoviou tou Higgs eivat péow tg avtidpaong H — yy 600 moAu evepynukd
ootovia. ErurA€ov 1o Beppidoperpo auto, oxedidoinke oote va 61a0€tetl ToAU
KaAr] S1aKP1TIKY) 1IKAVOTNTA Yid TV aviXveuor tov dU0 patovieyv 5101t U0 Ppw-
TOVia napdyovtal emiong amno ) didoracn tou oudétepou rmoviou 1° — yy.
Zuvenwg o d1axwplopog v duo autdv diepyaociwv ivat oAU peydAng on-
paoiag yua v avixveuon tou priodoviou Higgs

Ia v kataokevur] tou ECAL xpnowpornow)fnkav kpuotaAlotl poAuBdou-
BoAgppapiou (PbWO,). To UAkO autd emA€yxOnke Kabwg eival oAU ITUKVO
(8.28g/cm®) kat 81abstel pikpo prikog aktvoBoAiag! (Xo = 0.89 cm) kat
axtiva Moliere? (R,, = 0.89 cm). I'a va pnopécouv va KataokeuacBouv ot
OUYKEKPIIEVOL KPUOTAAAOl WOTE va PIopEoouv va aviarne§EAbouv otg ouv-
Orkeg tou LHC £yive peydAn €psuva otov tTop€a napaynyrg kpuotdAdav. 'a
va rapaxBei évag t€1o10g kpuotaddog xpetadoviatl dUo nNUEPEG.

H avixveuon g evépyelag 1@V oopatidiov aro tov avixveutr] auto Baoile-
tat otov ortvOnplopo. Otav €va oopatidlo mou aAAnAsmdpd nAskrpopayvn-
TIKA Tepdoel P€oa aro 10 UAIKO mapdyel G®G TO OIoio aviXveuetal Katl €10l
propet va petpnBet n evépyela tou copatndiou. 'Evag Adyog ermAoyrg auvtev
TRV KPUOTAAA®V, £ival MG 1] ArtoKP1or) Toug ivatl moAu yprjyopn. ITio ouyke-
Kppéva, 1 rnapaynyn tou 80% tou ouvoAlKOU PKTOG ITOU TAPAYEL TO £10€P-
Xopevo oopatidlo yivetrat oe Siaotpa 25ns oe xpovo dnAadr) cuykpioio pe
T OUXVOTNTA TTOU CUYKPOUOoVIdl 01 8€0pES TV IMprtoviov. Eva pelovéktnpa
TOV OUYKEKPIHNEVAOV KPUOTAAA®V eival Meg rapdyouv Alyo pmg kavovtag €10t
dUokOoAn Vv avixveuorn tou. [a to Ad6yo auto 10 PG IMoU MapAyeTatl OUA-
Aéyetat anod ¢petod1660ug o1 oroieg To evioyuouv. Auo €181 patod10dwv Xpn-
O1P0TTO0UVIAL Y1 TO OKOIO auto, ol patodiodotl xlovootiBdadag (Avalanche
PhotoDiodes, APD) kat ot pwtotpiodot kevou (Vacuum PhotoTriodes, VPT).

1Qg prjxog aktivoBolAiag, opidetal n) anootac mou mpérnet va Siavyoet éva copatidlo péoa
010 UAKO pé€xpt 1) evépyeta tou va pewbel oto 1/e g apXikng, A0Ym NAEKIPOPAYVITIKOV
aAAnAsmbpdoewv.

2H axtiva Moliere eivat éva péyebog to oroio xapaktnpilet 1ov nAeKIpOopayvnTiko Katat-
Y1010 Tou dnpioupyeitatl amno éva patovio 1) nAektpovio. Opidetatl wg n aktiva evog Kudivépou
péoa otov ortoio mepiExetratl 1o 90% 1ng evépyelag TOU KATALY 100U
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Ext6g ano 1o kuping koppdtt tou ECAL, to CMS 61a6€tet kat éva dAAou
e1doug nAektpopayvnuko Beppidoperpo. Auto ovopddetal Preshower kat 8pi-
oketal povo ota kandkia (endcaps) tou CMS. O Adyog Urtapdng tou ivat 1
d1doraor tou oubétepou roviou (® — 2y). Edv ta 800 ¢potévia 1ou mpoép-
Xovtat aro tn didoraocn avtr) pUYoUV oe ITOAU MKPEG YoVieg, propel va pnv
Tautoroinbouv cav exwplotd copatidia addda oav éva oAl evepynuko. Zu-
VEN®G To preshower sivat éva Bep1dOPETPO Pe X®P1KY H1AKPITIKL] 1KAVOTTA
MOAU KalAutepn arno 10 Kuping Beppidoperpo tou CMS pe okomo v tauto-
oinon Kat anoppiyrn 1@V YEYOVOTRV ITOU IPoEpxovtal ano 1 didonaoctn tou
oudétepou rmoviou.

Crystalsin a Preshower

End-cap crystals

Ewova 1.8: To nAektpopayvnuiko Oeppidopetpo (ECAL) tou avixveutr] CMS.
To nAektpopayvnuko Beppidoperpo eivar Ppriaypévo arno KPpuotdAAoug po-
AUB60ou BoAgppapiou (PbWO,) kat xpnowponour)Onkav ouvoAdikd 61200 kpu-
otadldot yla mv kataokeur] tou. To ECAL anoteAeitat ané to ECAL barrel
(EB), 1o ECAL endcap (EE) kat tov avixveutr] preshower.

Onwg 0Aot ot urtoaviyveutég tou CMS €tol kat to ECAL xwpiletal os 2
rieploxes. To koppdu nou Bpioketat oto barrel (ECAL Barrel, EB) kat auto
rou Bpioketatl ota endcaps (EE). 2uvoAwkd to ECAL kalurttet v reploxr
1.2m <r < 1.8m, |n| < 3.

To EB kalurtet tyv nieploxn |n| < 0.1479 kat arnotedeitat ano koppdrua
ta ortoia ovopdlovtatl supermodules. KaBe supermodule aroteAeital ano 4
modules, ota oroia 10 p®wto nepiExel 500 KpuotdAAoug Katl ta uroAouta
400 rpuotdAAoug. ZuvoAikd urnidpyouv 26 supermodules kat 61200 kpu-
otadlot oto EB. TéAog to koppdtt tou avixveutr] oto endcap KAAUITIEL TV
nieploxn 0.1479 < |n| < 3. To EE anotedeital and 2 nuikukAla 1 S0Pk
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povdda tou kabevog, riepiExel 5 x 5 kpuotaAdoug rou ovopadovial “super-
crystals”. 'Etol kd0e EE niepiéxet 7324 kpuotdAAoug.

1.2.3 To ASpoviko Ocppidopetpo (HCAL)

To tpito emtinedo aviyxveuong tou CMS arnotedeitat armo 1o adpoviko Beppit-
b6opetpo (Hadronic Calorimeter, HCAL). To avixveutiké cuotnpa auvto eivat
unevubuvo yia v PEIPNon g EvEPyelag Tav adpoviov Kabmg Katl tev mpo-
ioviov toug. Extog ano v aviyveuon ocopatidiov to HCAL os cuvbuaopo
pe 1o ECAL €xet kat to poAo 1) éppeong aviyveuong copatdiov. Auto yive-
Tat pe myv aviyvevor] éAAewyng oppng. Kdrnowa anod ta ocopatidia rmou €xouv
eviladEpov ot oUyXPOovH PUOLKI] OTIOG TA VETPIva 1] TA UNTEPOUPHETIPIKA O®-
patibia aAAnAerudpouv onavia 1] Kat kKaboAou pe v UAn. Zuvenog dev Ba
aviildpAacouv pPe TO €VEPYO UAIKO TOU AVIXVEUT] Kadl dpd 1 aviXveuorn toug
etvat aduvatn. Ano v €AAewpn opung OP®G HItopel Kaveig va ouprepdvet
ot urjpée kdrnowo oepatibio ocav npoidv g aviidpaong kat 1o oroio Sev
avixveubnke. I'a to Adyo auto, 1o HCAL mpénet va eivatl eppnukd KA10to
KaBwg dev mpénel va untdpyet n dSuvatotnta va d1adpuyouv Xxmpig va aviyveu-
Bouv 1161 yvewotd copatidia kat auto va epunveudet oav éAAelyn opurng aro
Vv npaypartonoinon kdarowag avtidpaong.

H Aettoupyia tou adpovikou Beppidoperpou Baoiletat otn dnpioupyia adpo-
VIK@V KATtatylopov, ot ortoiot etvat anotéAdeopa tmg aAAnAsenidpaong tov adpo-
Vi®V 1€ TOV ITUPI)VaA TOU UALKOU TOU avixveutr). To evepyo UAIKO TOU avixveuty)
etvat pBopi¢wv mraotiko. To HCAL eivat éva “sampling” 6eppiboperpo 6n-
Aadn) anoteAeital ano orp®PATA EVEPYOU UAIKO, TO OITO10 Xprjotporoteitat yia
avixveuorn Kat aro orpopata arnoppodnty]. Zav aroppoPniig XPnotponot-
NOnke Kupiwg opeixaAkog ylati eivat pn payvntuiko UAIKO aAld kat atodAt.
H Kataokeur] 10U OUYKEKPIPIEVOU AVIXVEUTH] 1TAV PEYAAL IPOKANOT, KABwg
EMPETIE VA X®PEOEL NEYAAN TTOCOTNTA UAKOU AVAPECSA TO NAEKTPOPAYVITIKO
Beppidoperpo Kat oto payvty.

Otav éva oeopatidlo mepdoel arod 10 evepyO UAIKO TOU AVIXVEUTH], AUTO
¢Oopidet. To Ppwg To oroio mapdyetat eival XpOPAtog PItAe Kat cUAAEyeTatl amnod
1VEQ HETATOITIONG PI)KOUG KUPATOG KA1 PETATPETTETAL OE TIPACLVO. LTI OUVEXELd
odnyeitat oe e181k0UG avixveutég ot ortoiot ovopddovrat Hybrid Photodiodes
(HPD) pe oxkomo tnv evioXuon Tou Kdatl ) PETATPOIT] TOU 0 PYnPliako orjpa
Katl T€A0g T petapopd tou otn povada culdoyrg dedopévav.

To HCAL (Ewkova 1.9) kadurtet pua riepoxn) 1.8 <r < 2.9, |n| < 5. Onwg
Kd1 01 UTTOAOUTO1 AVIXVEUTEG €101 KAl aUTog aroteAeital anod 2 koppdruda, auto
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CMS HCAL System
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Ewoéva 1.9: Zxnuatkn avartapdotacn tou adpovikou OepuibopeTpou tou
CMS. To HCAL xwpiletat oe 2 xoppdua, oto barrel kat oto endcap. To kop-
patn oto barrel arnoteAeitar and to HCAL barrel kat to HCAL outer. Xta
endcaps unidpxet 1o HCAL endcap kaBog kat to HCAL forward detector.

rou Bpioketat oto kKuping pépog tou CMS, 1o HCAL barrel (HB) kat auto
rou Bpioketat ota endcaps, HCAL endcaps (HE). Ta 6uo autd koppdta,
bivouv kdAuyn |n| < 3. To HCAL ouprAnpovetat arno to HF, HCAL forward
detector, 1o oroio €xe1 10 poAo avixveuong @V adpoviewv rmou Peuyouv o€
TMOAU HMIKPEG Yavieg oe ox€on pe tov asova tng 6éopng. Onwg eivat Aoyiko
auto to koppdtt tou CMS 8éxetatl oAU peydAn aktivoBodia kabwg otav ot
b6¢opeg draoctaupavovtal 1o PeEyaAutepo PEPOG TRV MPATOVIRV dEV CUYKPOUOV-
Tat petady Toug Kat ardd eKTPENOVIAL € OKOITO VA KATAANYOUV TTAVR OTOUG
avixveutég twv endcaps. I'a 1o Adyo auto, oto HF xpnoypornolovvtat orti-
KEG 1veg 10U ermepriouv aktivoBodia Cherenkov kat eivatl oAU avOeRTUIKEG
otnv aktuvoBoAia. Tédog, eved to HCAL Bpioketal 0to 0®OTEPIKO TOU PaAy VTN
1a abpovia TIou PeUyouV o TIOAU Peydleg Yovieg, oxebov kabeta otov dgova
g 6éoung, dev dravuouv peydldn anootaon péoa oto Beppidoperpo. Etot n
nmAnpogopia yia pérpnon g evépyelag toug dev eivatl apketr). I'ia 1o Adyo
auto, éva akopa ertinedo tou HCAL €xet tortoBetnOel ektdg tou payvtn, 1o
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ortoio ovopddetat HCAL outer (HO) kat kaAurttet pia nieptoxy |n| < 1.26

1.2.4 O payvitng

‘Eva ano ta kupiotepa B€pata oty kataokeur] tou CMS 1tav n ermdoyr)
TOU payvity, 1o £160g kabwg Kat n 1oxUg tou. Lo CMS emdéxOnke 1 xpron
EVOG UTEPAYWY1HI0U 0wAnvoetdoug (L = 13m) mapdAAnda otov a§ova tng &¢-
oung, to ortoio apayet payvnuko nedio 4 T. O payvrng sivat apketd peyd-
Aog, wote ta 3 ano ta 4 vrnoaviyveutikd ouotrjpata tou CMS va Bpiokoviat
010 £0MTEPIKO ToU. O poAog ToU eival 1 KAPMUA®ON TRV TPOX1®V TV OONA-
T0lov €101 wote va petpnBel pe akpibeia n oppr) t1oug. To ocwANvVoeldég Ttou
CMS kadurttetl pa reptoyy |n| < 1.5

1.2.5 Ot aviXVeutég poviev

To tedeutaio orpopa tou CMS eivatl 10 aviyveuTiko ocuotnpa H1oviov.
Onwg smmdnkKe KAl Mo MAve, 1] aviXveuorn tev ploviov eivat vyiotng on-
paoiag ota nepdpata nou Sie§ayovratl otov LHC. Exktog and auvto, ta pio-
via eival daitepa 61e106UTIKA ceopatidla Kat Propouv va d1avuoouv IToAAd
HETPA pé€oa oe KATO10 UAKO X0pig va aAAnAerudpdoouv Kat dpa va avixveu-
Touv. Et0o1 yla v aviXveuon toug Xpnotpornoleitat £éva 0AOKANPOo SEX®P10TO
ouoTNPa aviXveut®v. To poviko ouotnpa eKTOG Ao TV aviXveuor Tov J110-
viev, taidel KUplo podo oto cuotnpa okavdadiopou (Evotnta 1.2.6) tou CMS.

To ploviko ovotnua, anoteAeitat ano 4 ctabpoug Kat KAAUITIEL CUVOAKA
na éxktaon 25000 m? evepynig meploxnig®. Adyem tng HEYAANG €Ktaong Tou
Ka0wg kat g drapopetkng €vtaong tng artivoBoAiag otig H1APpopeg TIIEPIOXES
TOU AVIXVEUTI], Y1d TO POVIKO ouotnpa Xpnotwponot)dnkav pia dSiapopetkd
€161 avixveutwv:

¢ Drift Tubes (DT).
® Cathode Strip Chambers (CSC).
¢ Resistive Plate Chambers (RPC).

To kaBéva amd autd xpnowporoleital yia H1aPpopetikd OKOIo, He ta duo
npota va 61a0€touv oAU KaArn Xwpkn Sakpitiky wkavotnua kat ot RPC

3Tleproxng otnv onoia propsi va aviyveubsi éva copatidio
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Ewkova 1.10: To ploviko ovotnpa tou CMS. ZuvoAikd xprotporolouviat tpia
drapopetika £1dn aviyveutwv yua tv aviyveuon tov poviov oto CMS. Ot
drift tubes (DT) ot ortoiot eivatl tortoBetnpévot oto barrel, o1 cathode strip
chambers (CSC) ot oroiotl eivat ota endcaps kat 1éAog ot resistive plate
chambers (RPC) ot omoiot ivatl tortoBetnuévol kat ota Vo Koppdtia Tou
AVIXVEUTH).

KAAn] Xpoviky] drakpitiky wkavotnta. To piovikd ouotnpa KAAUTTIEl pia Ie-
poxn4<r<74, |nl <24.

Ot drift tubes (DT) sivat tortoBetnpuévol oto Kuplo owpa tou CMS, oto
barrel, orou n por) copatdiev eivat xapnAr) kat to payvnuko nedio opoye-
VEG Kat OX1 1000 1oxupo. To cvotnpa twv drift tubes arotedeitat and 5 ku-
Atvpoug opoKevIpoug e tov dfova tng §€oung rmou KaAurtouv 6Ao to barrel.
Kdabe 6iokog amoteAeitat amnod 4 stations diapopetikr) aktivag to kabéva (MB1
- MB4). Kdabe owAnjvag (tube) €xet didperpo 4 ekatootd Kat 0T0 KEVIPO TOU
UTIApXEL €va ouppa Kat pelypa agpiov apyou kat dio&ediou tou avOpaxka.
Otav éva piovio nepaocest péoa amnod 10 agplo, ovidel ta popla tou agpiou.
Ta nAektpoévia ou dnpoupyouvial amnod Tov 10VIoPo Kateubuvovial 1pog 1o
oUppa AOY® TOU NAEKTIPIKOU 1ediou 1ou UTTAPYXEL OTO E0MTEPIKO TOU OMATVA.
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Aviyveuoviag To onpeio Iou ta NAEKTPOVIA £rteoay Idve oto oUuppa Kabwg Kat
10 Xpovo oAiobnong (drift) péxpt va prdoouv oto ouppa uvrnodoyidetat n gpoyxd
Tou poviou. Kabe aviyveutrg turnou DT, €xel péyeBog nepirou 2 x 2.5 m kat
artoteAeitat ano 12 orpopata Xwplopéva oe 3 opddeg pe ouvoAikd 60 tubes.
H peoaia opdda, aviyvelel tnv cuvietaypévn tng Ipoxtdg Katd tov aiova g
6éonung, eved o1 dddeg 2 opddeg g ouvietaypéveg oto ertinedo kKAOeto otov
agova g 6€oung.

O1 cathode strip chambers (CSC), civat tortoBetnpévot ota endcaps Kd-
Beta ot 61€uBuvon tng 6€oung, Orou 1 por) copatdinv eival peydn kat to
payvnuko rnedio avopoioyeveég. O1 CSC €xouv 1TOAU PIKPO XPOVO AIOKP10NS
Kdadl €101 §Itopouv va Xpnotpornoin6ouv oe iept8AaAAov pe toon PeYAAn aktl-
voBoAia. Ertiong €xouv ) duvatdtnta va nap€xouv mAnpopopieg oXeTKA Pe
10 Xpovo S1€Aeuong tou oepatidiou. H apyr) Aettoupyiag toug Baoidetal oe Eva
rmAéypa ocuppdiev. Atadétouv Betikd poptiopéva ouppata ta oroia Asttoup-
youv oav dvodot Kat apvnuikd poptiopéva kabsta otg avodoug 1mou Asttoup-
youv oav kdBodot. To mAgypa Bpioketal péoa oe €va petypa agpiou. Otav Eva
PopTiopévo opnatidlo rmepdoet pE€oa amo v evePy] MEPLOXT] TOU AVIXVEUTH
Ta popla Tou agpiou ovidoviatl Kat ta NAEKTPOVIA ITOU ITAapdyovidl arod tov 10-
viopo odnyouviat rpog tig kabodoug dnuioupywvrag xovootiBada. To onpa
IOV TapAyetatl ano v xtovootilBdda divel mAnpogopia yla tv tpoxid tou
oopatdiou rmou nepace.

Ot aviyveutég resistive plate chambers (RPC), sivatl tortoBstnpévot 1oco
oto barrel aAAd kat ota endcaps tou CMS kat Ae1toupyouv CUPITAN POUATIKA
yla toug DT kat toug CSC mnapéxoviag mAnpodopieg yla 10 okavoaAiopo.
Arotedouviat aro duUo mAdkeg, pa Oetikd PopTIoPEVn TTOU AeToUupyel oav
dvodog Katl pia apvnuikd GOpTIoREV] TTOU £€XE1 TO poAo tng kKabodou Kat oto
evbidpeoo (2 mm nepirnou) toug urndpxet agpto. Otav éva piovio epdoet aro
10 a€p1lo MPOKAAei 10VIOPO. AOY® TOV GOPTIOPEVRV TTAAKQOV OTIV ITEPLOXT] TOU
agpiou urntapxet nAekrpko mnedio. 'Etol ta nAekrpovia rmou rapdyoviat amnod
TOV 10VIOPO ertttaxuvovtal Kat dnpioupyouv xiovootiBdda. Ta mpoidvia tng
XtovootiB8dadag obnyouvtatl mpog v avodo ormou Kat ocuAA€yoviat divoviag
€101 MAnpodopia yla to piovio rnou nepace. To nAekrpiko nedio eival tétolo
WOTE TO ONPaA va £€PXETAl O IMTOAU HIKPOTEPO XPOVO AIO TNV CUXVOTNTA TRV
OUYKPOUOE®V. AOY® NG ITOAU Yp1jyop1ns arnokplong addd kat g KalAng dia-
KPIKNG Toug Kavotntag ot RPC xpnowornotovviat yua ) dadikaocia tou
triggering.
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1.2.6 Zuotnpa okavdaAiopou (Trigger)

Kartd ) diapkeia Aettoupyiag tou LHC ot avixveutég Ba kataypddouv ye-
yovota pe ouyvotna 10°Hz. Katd ) 6iadikaoia auty), kabe évag arnod toug
avixveutég tou LHC 6a napayet niepirntou 100 TeraByte debopévav to deu-
tepoAertto. OAn autr) n mAnpogopia eivat aduvato va arobnkeubel poTov
61611 Hev untapyxoUV ta péoa yla v anobrikeuor 1000 PEyAAou OyKou 8e60-
PEVOV Kat deutepov H10T1 £va TTOAU P1KPO KOPPATL arto autd ta dedopéva sivat
evblapépovia arno mAeupdsg PUOIKLG MOTE va X PN OI0TIoN 00UV o8 TEPATTEP®
avdAuorn. ['ia 1o Aoyo auto 6Aot 01 aviXVveuTteég Xp1O1IOITO10UV CUCTHATA 1€
OKOTIO T1] PEI®OoT] TOU OYKOU eV dedopévav. 1o CMS 10 OUYKEKPIIEVO OU-
owupa ovopddetat Trigger and Data Acquisition System (TRIDAS). £to CMS
n 6wadkaoia avtr yivetat oe 2 otddia. [Npwta ta dedopéva nepvouv ano tov
Level-1 trigger kat ot ouvéxela ano tov High Level Trigger (HLT).

O Level-1 Trigger eivat 1o mpwto otdd1o tou ocuctjPatog OKAvOaAlopou
tou CMS. O oUvoA1KOG XpOvog OUAAOYTG TV dedopévav Katl g avdaAuong
TOUG arto 1o ouotnpa eivat epirou 3.2 ps. Adywm rpoBAnpdtev kabuotépn-
ong, o trigger €xel otnv npaypatikotta nepirou 1 ps yua va “anogpaocioet”.
Ta &edopéva anobnkevoviatl oe buffers péxpt o trigger va “anodpacioer” av
Ba kpatrjoetl 1) O0x1 ta dedopéva. O Level-1 trigger anotedeital anokAeionkd
arto hardware 1o oroio Bpioketal toroBstnpévo 600 10 HUVATOV IO KOVid
OTOV AVIXVEUTH] yid va peiwbouv gpawvopeva kabuotépnong Aoywm petadopdag
g rAnpogopiag. E§attiag tou oAy pikpou xpovou 1ou €xel ot 81dbson
TOU TO cUOTNa auto, ta dedopéva ta ornoia Xpnotporolel Ipogpyovial aro-
KAg10TIKA ano ta Oeppidoperpa Kat 1o ouotnpa poviov. Metd to otdadio auto
0 OUVOA1KOG OYKOG TV dedopévav €xel peiwdet oe 50 kHz kat ta dedopéva
rou 6aA€yovial petapepoviatl otov HLT yia nepattépem avdAuorn.

O HLT armoteAeital arnoxkAsiotkd anod software. To ouotnua auto xpnot-
porotel aAyopiOpoug avddoyoug pe autoug Iou XPNo1I0ITotouvial aro Toug
¢uokoug yua v offline avdAuon kat 1o PATpdplopa TV YEYOVOT®V Yive-
tatl oe 3 otddia. 1o npwto otddlo xpnotporolovveal dedopéva Povo arno ta
Beppidoperpa Kat 1o Ploviko ouotnpa avdaloya pe tov L1 trigger addd pe
peyadutepn Asmtopépeila. Lt ouveEXeEla Xprjotpornolouvial dedopéva Kat aro
tov tracker. TéAlog xpnowporoieitat 0An n nmAnpogopia kat yiveratr avaxka-
TAOKEUT] OAOKANPOU TOU yeyovotog. MoAlg 1 Swadikaoia tou triggering €xet
oAoxkANpwOel ta dedopéva Ba €xouv pewwbei oe 100 Hz. Ta yeyovota rou
€xouv repdoet Kat ta duo erineda tou trigger anobnrevovtatl Kat Xprotxo-
rtotouvtat yia offline avaAuvon.
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Kegpalaio 2
Ocsppidopctpia

Zto kepdAalo autod, Oa yivel pla seioaywyr) otg Baolkeg apxEg g Osppyt-
doperpiag kabwg rat otig apxeg Asttoupyiag 1wv Beppidoperpwv. Meta amno
pua sioaywyn otg adAnAsmbpdosig tng akuvoBoldiag pe v UAn Ba napou-
olaotouv ta Baowkotepa €161 Oeppidopcrpmwv Kabmg Katl 01 MAPAPETPOL TTOU
ennpeddouv v anodoon toug.

2.1 AAANA=sm1dSpAcelg TOV CORATISIOV e TNV UAD

Katd 1ig ouykpouoeig 1oV 6e011®V TOU erIitayuvr), rapdyoviat copatidwa.
Ta ocopatidia avtd dlarmepvouv TOV AVIXVEUTH] 1€ OKOIIO TNV AdviXVEUon Kat
tautonoinon toug. Ot apxég Aettoupyiag twv avixveutewv kabwg kat n duva-
TOTNTa TOUG Yia aviXveuon teov d1apoprv ocopatidiov, Baoidetal otnv aAAnAe-
nidpaon TV e10epXOPEVROV COUATIOIOV PE TO UAIKO TOU AVIXVEUTH.

2.1.1 HAsktpopayvntuikreég adAnAemdpaoetlg

Qg nAskrpopayvnukeg (H/M), xapaxipidoviat ot aAAnAsmdpdoelg oug
OIT01eG CUPHETEXOUV PopTIoPEva opatidia. Ao T OKOId TV avildpdoewv
auteV, Td oUATidla PImopouv va XmPlotouv oe U0 Katnyopieg pe Bdon tig
padeg Toug. XNV MPOTN KATNYopia avrKouv 10 NAEKTPOVIO Kdl TO TTOITPOVIOo
eve otr deutepn 0Aa ta uniodoura Baputepa ceopatidia. Ta Bapid copatidia
XAvouv evépyela Kupimg péoa arno d1adikacieg 10viopoU, Ve yiad ta NAEKTPO-
Via Kat Ioditpovia EIMKPATEL 1] anMAs1a EVEPYELAS NEO® EKTTOUITG AKTIVOBo-
Alag Bremsstrahlung.
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Kabng ta oopatidia diartepvouv 1o UAKO TOU avixveutr), okedddovat ave-
Aaotikd pe ta NAEKTIPOVIA TOV ATOPOV TOU UAIKOU TOU AVIXVEUTYH]. X& KATTO1EG
MIEPUTINOELG 1] EVEPYELA TTOU PETAPEPETAL ATIO TO E10EPXOPEVO oPaAtidlo ota
NAEKTPOVIA TOU ATOPO0U £ival ApKeT] Oote va eAeuBepmoet ta nAektpovia arno
TOV IUprjva. Xav arnotédeopa autrg g dtadikaoiag, urapxel €va eAeubepo
nAektpovio Kat €va 10v. H dradikaoia autr) ovopddetal 10viopog Kat reptypd-
¢etat ano v §ionon Bether-Bloch.

dE Z1 1. 2m.c26yT 5
S © 7> St )| < max _ g2 — — 2.1
dx Az |2 2 6 -3 (2.1)

H napandve s§ioowon ekppdlet ) péon anwieia evépyelag (AE) avd armo-
otaorn (dx) yia €va ocopatidro. Onou K eivat pia otaBepd pe tipny 0.307 MeV
cm? mol~!, Z xat A sivatl o atopikog kat padikog aptOpog tou anoppodntr),
Tmax €lvat n péylotn evépyela rou propet va petadpepbel Katd pia ouyKpouorn)
kat I etvatl n otaBepd 10viopou tou anoppodpntr]. O 0pog m,. eKPpddet ) pdda
ToU nAektpoviou kat 6 eivat éva 0pog yla 610pOworn otig TT0AU peydAeg evep-
yeieg. Ta modu xapndég evépyeteg, o 6pog 1/62 umepioxUsel, eve oe TTOAU
uynlAég o 6pog Iny? eival kupiapyxog. 1 Ewova 2.1 answkoviletal n ano-
Aela evépyela evog poviou péoa os XaAko. I'a tipeg 6y ~ 3 — 4 undpyet Eva
€AAX10TO OV aneAela evépyelag Katl ta oopatidia propouv va ta§idevouv
Xdvovtag v eAayiotn duvartr) evépyela. Ta copatidia autd ovopddoviat min-
imum ionizing particles (MIP) kat priopouv va ta§ideuocouv o oAU peydlo
B8abog péoa otov aviyveutr). Aladopetikd oopatidia oe HraPpopetikd UVAKA
Ba napouoidouv rnapopola kaprudn dE/dx pe avt) g Ewoévag 2.1 addd
petatortiopéve), Kabwg o 0pog By 1epiexetl v pada tou ocopatidiou.

Ma eAdadppd ocopatidia, nAekrpovia kat rtoditpovia dnAadr), n evépyela Xd-
vetal Kupieg péoe aktuvoBodiag Bremsstrahlung. H aktuvoBoAia autr) na-
pdyetat otav e1oepXopeva copatidia aAAnAemdpouv pe 10 NAEKTIPOPAYVITIKO
redio Tou ruprva evog atopiou Kat XAvouv evépyela eknepnoviag potovia. H
evepyog dratopn) g Hradikaoiag avtrg eivat avtiotpodpmg avddoyn g padag
10U oepatidiou. Zuvenwg, yia 8apid ocopatidia, n dtadikaocia avtr) cupBaivet
POVOo Og TIOAU UWPNAEG evépyeleg. e KATTO1A OUYKERPIHIEVT EVEPYELD, 1] OTTOla
ovopddetat kpiown evépyea E¢ 1) E;c yia to piovio (Ewkéva 2.1), o pubpog
anwAelag evepyelag NEO® 10viopou Kat aktivoBodiag Bremsstrahlung sivat
1610¢. H tiun) ng kpiowang evépyelag e€aptatatl 06Xt povo amno 1o e10epXOHEVO
oopatidlo aAdd kat ano 10 VAKO. Onwg emodnke Kat mapamndve os Xaprn-
Aég evépyeleg, KUplapxouv ot H1ad1Kaoieg 10VIOPOU eVe O UPNAEG 1] EKTTOUITY)
axktivoBoAdiag Bremsstrahlung. H andAsia evépyelag audvetat AoyapOpika
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Ewova 2.1: T'pagikr apdotaocn g anwAelag evépyelag evog poviou péoa
o€ XaAKO.

EVEPYELA HE TNV V1A TOV 10VIOHO £VEO YPAPHIKA Y1d TNV EKITOUTIT] aKTivoBoAiag
Bremsstrahlung.

2.1.2 AAANAemiSpaocelg pOTOVI®V BE TNV UAR

Ta pwtovia aAAnAermdpouv pe IV VAN PE TPELS TPOIToUG, NE0® oKEHAOoNS
Compton, puotondekrpikoy gparvopévou kat §idupng yéveois. Katd ) oxké-
baon Compton, €va £10epXOPeEVO POTOVIO oKedAletal eAaotikd amnod ta nle-
KTpovia g e§TEPKT] ot1BAdag evog rmuprjva Kat oav arotéAeopa PetadpEpet
evépyela oe autd. Me tov Tporo auto, 10 PIrKog KUHPATog ToU POTOVIou au-
Savetat. H evepyog diatopr) tng diadikaciag autr) e§aptdtatl and 1ov atopiko
ap1B6 tou UA1koU oto ortoio dradidetat.

LTS XAPNAEG EVEPYELEG TA PAOTOVIA XAVOUV EVEPYELA KUPIMG NEO® TOU QK-
TonAetpkou gpawvopévou. Katd ) dradikaoia autr), £va ¢petovio arnoppodd-
Tat anod éva aro ta NAEKIPovia evog atopou. Edv 10 patovio €xel apket)
EVEPYELA, TO NAEKTPOVIO EAeUBepOVETAL ATTIO TOV ITUPT VA KAl ATTOKTA KIVITIKY
evépyela 1on pe Vv evEPYELA TOU PTOoViou pelov v evépyela ouvdeong ToU
rupnva.

Ao v mAeupd g Beppidopetpiag, n mo onpavikr dradikaoia eivat
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Ewova 2.2: ArAny avanapdotact €vog NAEKTPOPAYVNTIKOU KATAY1OPoU O
ortoiog &eKvdel P v ekmoprr aktivoBoAiag Bremsstrahlung amnoé €va nie-
KTPOV10.

avutn g 61dupung yéveotg. Katd to paivopevo auto, éva patovio addnAerudpd
HE 10 NAeKTPIKO edio evOG ATOPOU Kal, AV €XEL APKETY] EVEPYELA, NETATPETTE-
Tat oe €va {euyog nAektpoviou moditpoviou. I'a va cupBel autd, 10 POTOVIO
Ba mpénet va €xel evépyela IEPLOOOTEPT] ATTO TNV EVEPYELA NPePRiag Tou nle-
Ktpoviou. I'ia to Aoyo auto, n dadikaoia auty) paypatornoteitat Povo aro
IMOAU evepyNTIKA PRTOVIA.

2.1.3 HAsKTIpOpaAyVvNTIKOG KATALYLONOG

Mua évvola vyiotng onpaoiag yia v Oeppidoperpia eivat avtr) tov nAe-
KTPOPAyvNTK®V Katatylopov. Ta upndoevepyetakd oopatidia rrou H1adidov-
Tat p€oda OT0 UAKO TOU AVIXVEUTH], XAVOUV TNV £VEPYELA TOUG KUPIMG EKTTEN-
rnovtag axktivoBoAia Bremsstrahlung, exniépnoviag 6nAadn petovia vPning
evépyelas. Ta patovia autd pe ) oglpd T0Ug Ipaypatonotouv didupn yeé-
veon dnpioupywviag €10t {euyn nAekrpoviov nolitpoviov. H dradikaoia avtr)
npaypartortoteitatr dadoxika dnpioupyoviag pia xovooulBdda ocopatidiov
ou ovopddetal NAEKTpOPaAyvnTikog Katatytopos (Ewwova 2.2). H dadwka-
ola autr] ouvexiletal PEXPL TA PPTOVIA va PNV £€X0UV APKETH EVEPYELA Yid vad
npaypatortotrjoouv 8idupn yéveon kat ta poptiopéva ocopatidia va xavouv
evépyela POVo PEO® 10VIOPOU, va €Xouv dnAadr ¢tdoetl otnv Kpiowun toug
evépyela E.. Katda npoogyylon, n kpiowan evépyela propetl va urtoAoyiotet

arto tov TuUIo:
800 MeV

cC™ &5 1 a

Z+12
M1ta roAU onpavtiky mapdpetpog yia tmyv dnpioupyia NAEKIpoOpayvnTiKoV
KATAlylop®Vv €ival to prkog axktivoBodiag X kat n oroia opiletat pe duo

(2.2)
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tportous. [Ipdtov wg n péon anootaon trv oroia mpérnet va diavuoetl €va
NAEKTIPOVIO V1A va XAoel OAn TOU NG EVEPYELA €KTOG ATTO TO 1/€ g apX1kng
Tou evépyelag. ErumAéov pnopetl va opiotel wg ta 7/9 wng peong anootaonsg
IOU TPETTEL va H1avuoet £va UYPNAOEVEPYEIAKO POTOVIO yia va urtootei 61dupn
yéveon. [a v draprkn ouviot®woa tou KaAtatylopou 1o peéytoto 8dbog rou
HIopel évag Katatylopog va Ppraoet, eptypdpetat aro v e&ionon:

In(Eg/Ec)

5 (2.3)

X =Xo
ortou X, eivat 1o prjkog axktivoBodiag, E. eivat n kpiown evépyeta kat Eg n
apX1KN] EVEPYELA TOU 0®UATIOI0U TTOU EEKIVNOE TOV KATALY1010.

Ooov apopd v diapnKkn ouvictwoa ToU Katalyiopou, duo dradikaoieg
nai¢ouv onpaviiko podo, n okédaon Coulomb v nAektpoviev Kat n peydn
péon dadponr) twv pwtoviav xapning evépyelag. Mropet va urtodoyiotei ot
10 95% evépyelag TOU KAtalylopou Bpioketatl peoa oe €vav KUAvOpo artivag
2Ry, orou Ry eivat éva péyeBog rou ovopddetatl axtiva Moliere. H axtiva
autr] propet va urodoytotei anod tov turo:

_ 21.2MeV

R
M E.

Xo (2.4)
Ao v napandve oxéon eival pavepd neg n napapérpog auvtry) ToU KAtat-
ylopou e§aptdtat amno 1o UAIKO.

2.1.4 Ot aAAnAemiSpaoccig TV adpoviwv pe tnv UAn

Ext6g amno tg nAekrpopayvnukeg alAnAermdpdoelg, p€oa oto UAKO TOU
aviyveutr] oupBaivouv kat adpovikég adAnAermdpdoeig. Ta adpovia, popti-
opéva 11 apoptiotd, artoTeAoUVIal Ao KOUApKS Katl YAouovia KAtt ITou onpai-
Vel 0Tt aAAnAeidpouv péom g 1oxupng adAnAemnidpaong. 'evikd ta adpovia
HIT0poUV va okedAOoTOUV TO00 €AAOTIKA 000 KAl AVEAAOTIKA € TOUG ITUPTVES
TOU UAKO péoa oto ortoio dradidbovratl. Katd tig eAaotikég okeddoetg, ta adpo-
Via petadEpouy €va PNEPOG TNG EVEPYELAS TOUG OTOV ITuprjva Kat aAAddadouv v
ropeia toug. I'a tv pétpnon g evEPyelag evog adpoviou aro Tov aviyveutr),
01 aveAaoTikEG OKedAOEIG TTAIOUV ONPAVIIKOTEPO POAO ATTO TIS AVEAUOTIKEG.

Katd tig avedaotikég oreddoelg, 10 adpovio Xturmd Tov rmuprjva Kat €va
aro avtd 1) kat ta 6vo adddlouv tautotnta dndadr) dnpuioupyouvial Kat-
voupyla ocopatidia. Kabwg adpovia uynlrng evépyelag repvouv péoa aro 1o
UAKO TOoU aviyveutr] okedadovtal oAAég popeg, dnpioupynviag adpovikoug
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absorber

Ewova 2.3: Zxnuatiky avanapdotaoct) g avdrniuing evog adpovikou Ka-
Tatytopou. Onwg gpaiveral Kat otV e1kOva KATold Ty KAtd Thg avdarntuin
TOU Katatylopou, dnuioupyeitatl éva oudérepo movio (n). Auto éxel oav ou-
VErela Vv UIapdn evog NAEKIPOPAyvNTIKOU KOPHPATIOU P€oa otov adpoviko
Katatyiopo. OAot o1 adpovikoi Katatylopot mepeXouv £va NAEKIPOPAYVITIKO
Koppdrtt.

ratatyliopoug (Ewkova 2.3) onwg akp18wg oupBaivel Katl toug nAeKIpopayvn-
TIKOUG Katatytopoug. Ot adpovikoi kataryiopol eivat oAU 1o 1moAUTAoKOL
aro Toug NAEKTPOPAYVITIKOUG, HMEYAAUTEPOl O PMIKOG Katl ITo rmukvoi. Ot
dradikaoieg mou AapBdvouv xmpa katd g dnuioupyia toug UnoKewvtal o
OTATIOTIKEG H1aKUPAVOELS KAl 1 TIEPTYPAPT] TOV KATAYIOP®OV £ival ealpetikd
TMOAUMAOKT. M1a moootnta rmou XPenotpionoleital yia tv SiapfjKn avAartudn
Toug eival 1o pnkog aAAnAenidpaong to ornoio opidetal wg n P€on andotaon
IoU TPETEL va dravuoel éva adpovio yla va aviidpdoet HEC® 10XUPTS AAAn-
Aenidpaong, kat diverat arod tov Tuno:

Ahad = - (2.5)
CjinelNL P
Ormou A eivat o atopikog aplBpog tou uAwkou rou H1adidetat 1o adpovio,
N, etvat o ap1Opog Avogadro, Oiye €1val 1 evepyog H1atopr] TOV aveAdoTIKOV
61adkaolwv Kat p ivat n) ITUKvVOTNTA TOU UAIKOU.

Katd 1t 6idpkrela avdmiudng 1oV NAEKTPOPAYVNTIKOV KATAYIOP®V, €va
and ta oepatidia mou napdyetat eivat 1o oudérepo movio (). To cwpatidio
auto Saordtatl pe peyddn mbavotnta péow g aAdnienidpaong r® — 2y os
6U0 pwtovia. Edv ta patovia autd €xouv apketrn evépyeta Oa dnpioupyrjocouv
NAEKTIPOPAYVITIKO KATAY1OHUO0 OTIOG MEPyPAPNKE MO MAVE. LUVEN®OG KAOe
adpoviKOg KATAY10H0G €XEL £va NAsKTIpopayvntiko koppdtt. Ta duo koppd-
T10 TOU KAtalylopou oupBoAidovial wg f g yia 1o adpoviko koppatt kat fey, yia
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10 nAektpopayvnuko. 'a ta dvo auvtd koppdatia woxvet fhag + fem = 1. Katd
HE00 0PO TO KOPHATL TG EVEPYELAG TOU adpoviou 1ou evartotifetatl otov nie-
KIPOUAYVITIKO KATALY1OPO UITOPEl va EKPPAOCTEL OUVAPTIOEL TNG EVEPYELAG 1€
1 oxéon:

E
fem A 0.1-In (m) (26)

Katd ing 61dpkeia avdartuéng tou Katatylopou gpoptiopéva oopatidia prto-
POUV va XAOoOUV evépyela NEO® 10viopou. Emnpoobeta, evépyela propet va
evarnotebei 0To UAKO e TpOTIOUg IToU dev propet va petprjoet o aviyveutg. H
EVEPYELQ AUTH] OVOPAdETal aopatn EVEPYELD KAl PITOpel va ekPppaotel oav pn
aviyveuoaa oeopatibia oneg verpiva addd kat oav evépyela rmou odevstal
yla anedeuBEpmon VOUKAEOVIi®V aro Tov Imuprva.

2.2 Oeppidopctpa

ZKOToG TV Oeppidopetpmv eivatl n p€rpnon g OUVOAIKIG EVEPYELAS TRV
oopatdieov mou dadidbovial oto UAKO tou avixveutr). H apxr) Aettoupyiag
tou Baoidetat oto 611 oopatidia aviidpouv pe T0 UAIKO TOU aviyXVveutr) Katl afr-
VOUV TV EVEPYELA TOUG O AUTOV, SNH10UPYOVIAS KATALY1OH0UG. XTI CUVEXELA
1 EVEPYEL TTIOU evaItoteOnKe otov avixveutr] priopei va petpnBel kat €10t va
npoodloplotel 1 evépyela tou apXikou copatidiou. I'a va petpnBet n oAk
evépyela tou oopatidiou, mpénet autd va evartofeost OAn Tou Vv evépyela
Kdl va OTapatriost p€oa OTov aviXveutr). Zuvnfwg ota relpdpata GuoiKrg
Xpnowporotovuvtat 6o 18wV Beppiboperpa, €va NAEKTPOPAYVNTIKO Kal €va
adpoviko. Auto yivetat 61011 1 dnuioupyia aAdd kat n aviyveuon t@v duo
e1dmv Katarylopov etval dapopetikeg dradikaoieg. Ta Oeppidboperpa xwpi-
¢ovtat oe U0 £1dn avdAoya pe ta €101 @V UAIK®V TTOU XP1O10ITI010UVIal oav
ATIOPPOPNTEG KAl OAV EVEPYO UAIKO TOU AVIXVEUTH).

H npotn katyopia eivatl ta opotoyevr) Oeppidopetpa. Onwg dndovet 1o
ovopa Toug, artoteAouvidal aro £€va Kat Povadiko UAKO 1o oroio sivatl ureu-
Buvo 1000 yia Vv anoppodpnon tou copatndiou, dnAadn ) dnpiloupyia ka-
Taiylopwv, 000 Kal yia v dnuioupyia tng eveépyelag mou evanotednke oe
petprjopo onpa. Ot aviyveutég autou tou e1doug €xouv oAU kaldn dakpt-
KL Kavotta addda €xouv peyddo kootog. Eva napddetypa opotoyevoug
Beppidoperpou eival autd tou nAekrpopayvnuikou Beppidoperpou tou CMS
10 ortoio artotedeitat arnod KkpuotdAAoug poAuBdou BoAppapiou (PbWO,).
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H &ettepn katnyopia eival ta SertypatoAnmuira Oeppidoperpa. e auto
10 €160G aviXveutav, o1 U0 EeXWP10TEG AElToUpyieg, AOPPOPNOon KAl avi-
Xveuon, yivetat ano diapopetikda VAkd. To vAiko-anoppodpntrg eival umneu-
Buvo yia v dnpoupyia TV KATtalylop®v Kat yid to AOyo autd Xp1otpo-
ITO10UVIAl TTOAU ITUKVA UAKA OTtwg PoAuBdog kat 0idnpog. To evepyo UAKO
TOU aviyveutr) eivatl ureubuvo yla v napaywyr) PeIpriotou orjpatog. E¢o-
o0V 1OVO €va KOPPATL TOU aviXVeUTr) ITapdyel onpa, €va detypa tng eveépyelag
TOU oePATdiou perpdtal Kat yU auto ol aviXVeUTEG autol ovopddoviat dety-
patoAnnuikoi. Zav evepyo UAIKO XPIOOIIO0UVIAl OPYAVIKOL 1] avopyavotl
ormvOnp1otég, upitio Kat moAAd dAda. H ermdoyr) aut e§aptatatl amo ta
TEXVIKA XAPAKTINPIOTIKA TTIOU IIPETIEL VA €XEL O AVIXVEUTHG OGS O1AKPITIKY)
KAVOTNTd, avioxr otnv aktivoBoldia kat dAAa.

Ma mv kataokeun] derypatoAnmuke®v OepidOPETPOV XPNo10IIo0UVIaAl
dladopeg yewperpieg. H o ouvnOiopévn eival n napdBeon erunedov anop-
popN ] KAl evepyou UAIKOU evadAds. Ta detypatoAnmukd Beppidopetpa xp-
olporolouvial Kuping oav adpovikd Beppidopetpa. Auto oupBaivel H10Tt IpE-
et va eivatl oAU peyaAutepa arnod ta NAEKIPOPAYVNTIKA AOY® TOU HEYAAOU
PIKOUG TRV adpOVIK®V KATAlY1I0PU®V Kal ta detypatoAnmukda Kalopipetrpa ei-
vat oAU IT0 CUPITAYT) Aarto Td opoyevr]. Ot aviXveuTtég autol aviXveuouv povo
TO TTO0O NG EVEPYELAG TTOU evartotiBetatl oto evepyo UAKO. ['a 1o Aoyo auto n
arodoon toug ernpeddetat arno d1aKupdAvoelg ol oroieg ovopddoviat derypa-
TOANTIUIKEG Slakupavoelg. AUtO onpaivel 0Tt T0 IOOO EVEPYELAG TTOU EVATTOTI-
Betal oTov aviyveutr] MOKIAEL A0 YEYOVOG Og YEYOVOSG Kal autou tou eidoug
01 AVIXVEUTEG €X0UV XaPNAOTEPT H1AKPITIKI] 1KAVOTNTA ATIO TOUG OHO10YEVETG.

2.3 Anoxpion tou Oeppidopctpou

Zto onpeio autd tou KePEVoU, POVO 1 ATOKPLoL ToU £vog detypatoAnritt-
KoU Beppidoperpou Ba avadubei, kaBwg to HGCAL eivat autou tou eidoug.

Onwg avapépbnke KAt mo nave, 1 avixveuorn g eVEPYELas TRV OROPATL-
blwv Baoidetatl otn dnuioupyia katarylopov. Kabmg o katatylopog avarntuo-
o€1Tal, KAmola arno ta oepatidia rnouv napdyoviatl oto evepyo UALKO dnpioup-
youUVv o1jd, TO OIT010 0TI OUVEXELA AVIXVEUETAl KAl Pe BAon auto Propet va
petpnBel n evépyela tou apykou ceopatidiou. H evépyela autr) ovopadetat kat
opartr) evépyela Kat eivatl éva kKAdopa tng apx1Krg evepyelag Tou oopatidiou:

Evis X E (2.7)
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Autr) eivat pua ano tg Baoikég apyEg g Oeppidoperpiag, ot dndadn n ano-
KP10T] TOU AVIXVEUTH] £§aptdtal YPAUHUIKA Ao TV EVEPYELA TOU E10EPXOIEVOU
oopatdiou kat eivat ave§aptntn anod 1o £i6og tou copatdiou. Auto 10xUel
yla éva nAeKipopayvnuiko Oeppidoperpo, apou OAn n evépyela svarnotibetat
OTOV AVIXVEUTH).

Qg amokp1lon Tou aviyveuty opidetatl n péon napaywyl orpartog avd po-
vada evarnotufepevng evépyelag oe autov. I'evikd, ot avixveutég arnokpivovrat
dladopetikd e161kd ta adpovikd Beppuidoperpa Aoyw Srakupavoe®v otnv avd-
ITTUST TOU KATAlY10H0U KAl 1] artoKplorn Toug e§aptdtat anod 1o copatido. T'a
va Pnop€oel Kaveilg va oUyKpivel TV arnokpilon toug Oa mpérnet va UroAoyi-
oel ta KAdopata avtig (Sampling Fractions). To kAdopa autd opidetatl wg n
EVEPYELA TTOU PETPATAL ATTO TOV AVIXVEUTI] IIPOG AUTHV ITOU AP OE T0 O®UATI-
610 oe autov.

HETPOUPEVT) EVEPYELA

Sampling Fraction = 8 .
evarnoufépevn evépyela

(2.8)

Onwg ava@épbnke Kal mapandve, kKatd ) Sidpkrela g avdantuing tov
KAtatylopev, npaypatortolovveat d1agopeg diepyaoieg. E1d61kd yia toug adpo-
VIKOUG KATALYIOP0UG, UTTAPXEL PEYAAN €§APTNON A6 TOV ATOUKO aplOud A
TOU UAIKOU, KAl KAtd v avdrtudn toug evépyela codevstal yia tnv eAsubE-
PWOT] VOUKAEOVI®V a1t TOUg Iupr)veg 11 ortoia dev propet va petpnbei (ao-
partn evépyela). ['ia toug nAeKTtpopayvnTikoug KAtalylopoug dev Urapxet KAatt
avdAoyo, CUVETIOG 1] ATTOKP10T] TOU AVIXVEUTH £ival IMOAU KaAutepn ya €va
NAEKTPOVIO (1] POWTOV10) € aro ot yia eva adpovio (16aviko adpovio) h tng idiag
evépyelag. Qg 1daviko xapaktnpidetatl €va adpovio to oroio daravd OAn tou
Vv evépyela ya ) dnuoupyia kabapd adpovikou katatyiopou. To kAdopa
TOV AToKpice®v eivat:

e  &ys(e)
h Evis (h)

OTIOU &yis(€), KAl &yis(h) elvatl o1 opatég evépyeteg yia éva nAektpovio (1 ¢w»-
TOV10) Kal éva adpovio aviiotorxa. Autdg 0 0pog eival ouvrBwg peyadutepog
NG povadag plag Kat Ol aviXVveuteg arokpivovial KaAutepa ota NAeKtpopa-
yvnukda copatidia. H opatr) evépyeta yla €évav nAEKTpoOPayvnTiko KAtaty1lopo
etvat avddoyn tng evépyelag tou eloepxopevou oapatidiou. To 1610 1oxUet kat
yla éva 18aviko adpovio. Zuvenwg o Aoyog twv arnokpioenv e/h, pia rnooo-
mta 1 ortoia dev propet va petpnOetl piag kat to eivat urobstiko copatidilo,
elval ave€dpintog g evEPYElag KAl ATOTeAEl Pla XApakIinPlotKy 1810tnta
TOU AVIXVEUTH).

(2.9)

39



KE®PAANAIO 2. GEPMIAOMETPIA

IMa va petpnBei n arnodKp1on TOU aviXVeUTr], Xprnotpornoteitat éva dAAo KAd-
opa. To kKAdopa auto eivat to 1/e 1o oroio e§aptdrat aro v evépyela. H
HETpiOn EVEPYELA V1A €va TTIOVIO givat:

svis(r[) = emevis(e) + (1 - fem)svis(h) (2 10)

'Etot 0 Adyo e/t yivetrat:

e _ evis(€) Evis(€) N

It o evis(r[) femevis(e) + (1 — fem)avis(h) (2 1 1)
e_e, 1 |

n h 1-fu,(1—-e/h)

O Adyog autdg, s§aptdtal arnod v evépyela adou mePlEXel oV 0po fe, (ESI-
omon 2.6). Metpovtag dnAadr] v anokpion Tou aviXVeuTr] yia nNAeKIpovia
Kal rmovia idiag evépyetag propet kaveig va npoodiopioet tov Aoyo e/h.

IMa va Asttoupyel 0 aviyveutr|g ikavorontuikd, Oa npémnet o Aoyog e/h va
etvat ioog pe 1 1] 600 1o duvatov o Kovid otn povdda. Otav auto €xel ermreu-
X0O¢el 10 Beppidoperpo ovopddetatr avuortadbpiopévo (compensating calorime-
ter). Eva Beppidoperpo oto oroio Hev 10XUEL TO MAPATIAV®, £XEL TIOAU XE1PO0-
TePn H1aKPITIKY KaAvOTTd. Autd oupBaivel 81011 01 OTATIOTIKEG HLaKUPAVOELS
OTNV AvdArntudn 1OV KAtatylop®Vv Propel va 08nyrjoouv e TIOAU S1aPOpETIKEG
petprioelg akopa Kat yia to 1610 yeyovog. I'a va avtiotabpiotei to Beppido-
HETPO, €ival TTOAU ONPIAVIIKI] 1] EMMAOYT] TOV UAKOV KaO®g mPEmet 1 aopartn
evépyela va eivat n pikpotepn duvartr). TéAog, n avriotdBpion propet va yivet
kat offline katd ) didpkela ene§epyaoiag 1wv dedopévav.

2.4 AWAKPLTIKI] 1KAVOTHNTA TOV Ocppidopctpwv

Mta dAAn oAU onpaviiky 1810tnta v Beppidopetpwv eivat n S1aKPITIKT)
ToUg Kavotnta. Autr opidetal ®g 1 1KavotnIa Tou aviyveutr va daxwpioest
duo drapopetikég aAdd mMOAU KOvid PeTady ToUG EVEPYELEG.

H wavémta tou aviyveut) va avixveuoetl €va oopatidlo Baoidetat otnv
aAAnlAenidpaon tou ceopatidiou pe T0 UAIKO TOU aviyXveutr]. AOy® tng ota-
TIOTIKNG PUOERG TV AAANAerdpdoe®v autwy, T0 ATOTEAsopna g PEIPNONS
¢ eveépyelag eival pla katavopry Gauss avti yia pa ouvdptnon 6 ornweg Oa
niepipeve kavelg. To eUpog tng KaprmuAng auvtrg kabopidet tn dSlakpitikn Ka-
votnta tou aviyveutr). H nmpaypatikr dtakpiukn tou ikavotnta divetatl armo

40



KE®PAANAIO 2. ®EPMIAOMETPIA

10 €UPOG TG KAPITUANG OTo P€oo tou peytotou g (Full Width at Half Max-
imum (FWHM)) 1o omoio yia pua katavour] Gauss sivat ico pe FWHM =
2.350. Auto onpaivel 0Tl evEPYELEG TIOU ATIEXOUV PETASU TOUG AlyOTEPO AT
auto tov aplBpuo dev puropouv va tautoronfouv oav d1aPopetikeG Ao Tov
AVIXVEUTH).

H evépyetla ou petpdatal amo tov avixveutr e§aptatatl aro tov apltdpo tov
ocopatdiev rmou napdaxdnkav katd v katatytopo N. O ap1Bpog autdg sivat
avdAoyog tng evépyelag Tou eloepyxopevou copatidiou. Kabwg o apiBpog tov
napayopevev oopatidiov kupaivetat oav pla katavopr] Poisson, n oxetikn
0larp1tKn Kavotnta eivat ion pe:

Og 1

NxE — E=—x— 2.12
x og x VE EOC\/E ( )

Onwg avapepOnke Kal napandave, kKabwg o Aoyog e/1t etval dS1aPpopeTtirog
Mg povadag, ol otatiouKkeg dlakupavoelg tou napdyovia fe, maidouv on-
Havuko poAo Kat ernpeddouv IV H1aKPITIKY 1KAVOTNTA TOU AVIXVEUTH] Kal
MV KAvVOTNTa TOU va HETProetl v evépyela evog adpoviou. Eve ta nle-
Krpopayvukd Oeppidopetpa priopei va €xouv S1akp1tiky] ikavotnta g taéng
~ 0.1/1/E[GeV] ya ta adpovikd autr eivat ion pe ~ 0.43/,/E[GeV].

H ouvoAkrn) evepyelakr) diakpiukn) wavointa, Aapbdavoviag vrioyv owd-
POPESG OTATIOTIKEG S1AKUPAVOES KAB®MG KAl opdApata ota NAEKIPOVIKA TOU
aviXveutr], Propetl va ekppaotel ©g:

Og a C
E_ﬁ@b@E (2.13)

Zinv napandve ox€or, a eivatl évag otoXaoukog 0pog O Oroiog oupre-
pllapBdvel SiakupAvoelg Katd v avdartudn tou Katatylopou, Kabog kat
kBavropnxavikeg d10pbwoelg. O 0pog b ovopddetal otaBepog 6pog Kat TeEPE-
X&1 610pOMOES Yia WG ITPOG TNV avilotdOpuion tou aviyveutr), yla ) 8adpovo-
pon autou kat aAddeg. Tédog o 0pog ¢ ovopddetatl opog BopuBou kat AapBdvet
UTIOW1V TOU S1aKUPAVOELG TTOU TIPOKAAOUVIAL A0 TAd NAEKTIPOVIKA TOU AVi-
Xveuty).

Adpopeg dAAeg 1610tnTeg Tai¢ouv onuaviiko poAo otnv anodoor) Tou avi-
XVEUTY], OTI®G 1] AI0800r KAl O VEKPOG XPOVOG Ol OI0ieg OP®G €lval EKTOG
Bépartog tng napovoag epyaciag kat dsv 6a avaAubouv rnepattépn.
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Chapter 3

The High Granularity
Calorimeter

In this chapter the motivation behind the use of the HGCAL will be
discussed. Furthermore the principles of operation as well as technical
details regarding the detector design will be presented.

3.1 The High Luminosity LHC era

During the lifetime of the LHC various upgrades will take place (See
Figure 3.1) in order to reach its goals in terms of the physics program. One
of the biggest upgrades will happen during the Long Shutdown 3 (LS3) in
the years 2023 - 2025. After this upgrade, the accelerator will be replaced
by the High Luminosity LHC (HL-LHC). This faces a great challenge for all
the detectors at CERN since the experiments will take place under extreme
conditions. In response to this CMS plans a series of upgrades to most
of its detectors in order to be able to withstand these conditions. One of
the upgrades is the replacement of the endcap calorimeters which will be
discussed in this chapter.

The two major reasons that force CMS to replace its calorimeters are the
radiation damage and the pileup. As mentioned before, the endcap part of
the detectors is the one taking the biggest doses of radiation. During the
HL-LHC operation the endcap calorimeters will be taking doses far greater
than the ones they were designed for. The endcap region, will suffer from
a dose up to 1 MGy and 10'® n/cm? (See Figure 3.2).
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LHC Schedule: The Big Picture
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LS = Long Shutdown
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Run3 LS3 - Ph Run 4
— Phase-ll Install LS4
14 TeV, 2-3x10% (=50-80), 350 fo! 14 TeV, 5-7%10%* (u=140-200), 3000 fb-!

* The HL-LHC running starts in 2025 and continues beyond LS4
until 2035

Figure 3.1: Schedule of the LHC operation. Every 3 years of operation the
accelerator stops for 2 years (LS) for upgrades. During the LS3, the accel-
erator will be replaced by the HL-LHC.

Pileup is defined as the phenomenon under which two or more particles
collisions happen during the same beam crossing and hit the detector at
the same time. In the HL-LHC where the luminosity is high this can lead in
significant loss of the detector’s resolution. There are three kinds of pileup
depending on the time that the particles hit the detector. The in-time pileup
(IT) refers to particles from separate events hitting the detectors. This type
of pileup leads to associating particles from different events to the same
event. The out-of-time pileup (OOT) can be separated in to two categories.
The early out-of-time refers to energy left in the calorimeters from previous
events and the late out-of-time pileup refers to energy from later events.
This phenomenon, leads to wrong energy measurements for each particle.
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Figure 3.2: Diagram of the expected radiation doses for the CMS endcap
during the operation of the HL-LHC.

3.2 The detector design

After the HGCAL upgrade all the endcap calorimeter will consist of one
detector in contrast to the 3 detectors that are present at the moment
in CMS. The new detector will be divided in three parts (See Figure 3.3).
The ECAl Endcap (EE) the Forward HCAL (FH) and the Backing Hadronic
calorimeter (BH) and will cover a region of 1.5 < || < 3.0.

The EE will be a sampling calorimeter with silicon as the active mate-
rial and tungsten/copper as the absorber with a depth of 26 X, and 1.5
A. Copper will be mainly used for cooling purposes. For the hadronic part
of the HGCAL, the FH will also be a sampling calorimeter made of silicon
featuring brass absorber with a depth of 3.5 A. In the area of the BH the
radiation doses will be analogous to the one that the present ECAL is tak-
ing. For that reason the same technology will be used which means that
this part of the detector will consist of plastic scintillators with brass as
absorber with a depth of 5 A.

The EE and FH will consist of 12 30° sectors which will make up each
endcap. The design will consist of a carbon-fibre structure integrating
tungsten and tungsten/carbon absorber layers with gaps inside them,
where ”cassettes” containing the silicon sensors will be inserted. Each cas-
sette will have a 6mm-thick copper plate containing cooling channels. On
each side of the plate pairs of hexagonal silicon sensor wafers are mounted
on a PCB. The silicon sensors will have an active thickness of 300, 200,
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Figure 3.3: Schematic representation of the CMS endcaps after the HG-
CAL upgrade. After the upgrade all calorimeters will be replaced by a sin-
gle detector called High Granularity CALorimeter (HGCAL). The HGCAL
will consist of three parts, the Electromagnetic Endcap (EE), the Forward
Hadronic calorimeter (HF) and the Backing Hadronic calorimeter (BH)

100 pm depending on the neutron fluence expected where they are located
(See Figure 3.4) in order to limit each sensors capacitance to 60 pF. The
following two tables (See Table 3.1, Table 3.2) contain information about
the general design of the EE an FH as well as the for the different types of

silicon sensors.

EE FH | Total
Area of silicon (m?) 380 | 209 | 589
Channels 4.3M | 1.8M | 6.1M
Detector modules 13.9k | 7.6k | 21.5k
Weight (one endcap) (tonnes) | 16.2 | 36.5 | 52.7
Number of Si planes 28 12 40

Table 3.1: The characteristics of the EE and FH part of the HGCAL
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Figure 3.4: The layout of the HGCAL sensor modules. On the left, a single
sensor design. A copper plate containing a cooling pipe, features a PCB
with a silicon sensors on each of its sides. On the right, the full endcap
design consisting of twelve separate modules. Each module consists of
hexagonal silicon sensors with variable length depending on the neutron
flux (See Table 3.2).

With the installation of the HGCAL, CMS will use a new approach for
calorimetry called particle flow. In the following two sections of this chap-
ter, the principles of operation for silicon sensors as well as the particle
flow approach in calorimetry will be discussed.

Thickness

Maximum dose (Mrad)
Maximum n fluence (cm2)
EE region

FH region

Si wafer area (m?)

Cell size (cm?)

Cell capacitance (pF)
Initial S/N for MIP

S/N after 3000fb—!

Table 3.2: The characteristics of the design of the silicon sensors consisting
the HGCAL
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3.3 Silicon Detectors

In this section, the properties of silicon will be discussed as well as how
they can be used in the development of particle physics detectors.

3.3.1 Semiconductors

Silicon as a material is a semiconductor. Semiconductors as their name
says, are materials that are in a state between conductors and insulators.
In general, materials are divided into three categories, conductors, semi-
conductors and insulators, depending on the distribution of their energy
levels. This distribution consists of three parts which are called bands, the
valence band, the conducting band, and a forbidden band. What is called
forbidden bands is actually the gap between the conducting and valence
bands, where since there are no energy levels there, no electrons can oc-
cupy that area. In Figure 3.5 the bands for the three type of materials that
can be found in nature are presented. Electrons in the conducting band
are free to move so they take place in the conduction of electricity. To the
contrary, electrons in the valence band are bound to the atoms and can’t
move freely.

overlap

-

conduction
-
g -
e
i)
T
o B e Fafmi anergy (0and 9ap
w
i valence
-
E band

metal semiconductor insulator

Figure 3.5: Band structure for the three types of materials in nature met-
als, semiconductors and insulators.

In insulators, the gap between the valence band and the conduction
band is too big which means that it is very difficult to move an electron
from the valence to the conduction band that is why it is very difficult for
insulators to conduct electricity or heat. On the other hand, in conductors
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these two bands overlap so even the thermal energy that electrons have at
room temperature is enough to move electrons between bands. As illus-
trated in Figure 3.5, in the case of semiconductors there is a gap between
these two bands but it is very small. This means that even in room temper-
ature some electrons can make the transition. However only few electrons
make it so the current generated by the thermal movement of the electrons
is negligible.

In a semiconductor, the current is generated from the movement of elec-
trons and holes. As discussed above, in room temperature an electron can
move from the valence band to the conducting band and this procedure
leaves an empty space that was previously occupied by the electron. This
empty space is called a hole. An electron from a neighbouring atom can
occupy this empty space. This procedure can happen recursively result-
ing in the hole moving. Holes can be considered as positive charge carriers
which move in the opposite direction from the electrons creating a current.

The procedure described above will result in a very small current inside
the semiconductor material since the concentration of electrons and holes
is very small compared to the number of atoms. In reality, the semicon-
ductors used in all technological applications are enriched with electrons
or holes by putting impurities in the original semiconductor material. This
procedure is called doping and can be done in two ways.

A semiconductor’s atom has 4 electrons in its outer shell all of which
are used to form bonds with neighbour atoms. By inserting elements that
have 5 electrons in their outer shell, an excess of electrons is created in
the material. This is done since the inserted element will use the 4 elec-
trons to form bonds with neighbouring semiconductor atoms and will have
one electron free to move. This is called n type doping and the material is
called n type semiconductor since the charge carriers created are electrons
which have negative charge. By inserting an element with 3 electrons in is
outer shell, excess of holes is created. The newly inserted atom will form
three bonds with neighbouring semiconductor atoms using its three elec-
trons. This leaves the neighbouring semiconductor atom with an unoccu-
pied bond. At room temperature an electron from a near atom can occupy
this bond creating a hole. This type of doping is called p type doping and
the material create p type semiconductor since the carriers have positive
charge
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3.3.2 The pn junction

One of the most used apparatus featuring semiconductors which can
also be used as a particle detector is the so called pn junction. A pn junc-
tion is a p type semiconductor in touch with an n type semiconductor.

When the two pieces of semiconductor come together, electrons from
the n type semiconductor move to the p side and holes from the p type
semiconductor move to the n side. During this procedure, in the middle
of the junction, an area is created where there are no charge carriers.
In this area there are only positive and negative charged impurities. This
part of the junction is called the depletion region. The procedure continues
until equilibrium is reached. The charged impurities create an electric field
which acts as a barrier and does not allow more carriers to move. At that
point equilibrium is reached and the junction consists of 3 areas. The p
type material, the n type material and the depletion region (See Figure 3.6).

By applying voltage to the junction, the depletion region can be altered
in terms of the width as well as the field that it produces. By applying a
forward bias to the junctions which means positive voltage to the p region
and negative to the n region, the depletion region becomes smaller as well
as the field it produces. This means that current can flow through the
junctions. By applying a reverse bias, the depletion region becomes bigger
and no current can go through the junction.

Pn junctions are widely used as particle detectors especially in track
detectors. If an electron/hole pair is produced in the depletion region, they
will drift in opposite directions where they can be collected at the ends of
the junction and identified as a particle that passed through the junction.
But for the junction to be used efficiently as a detector it must be used
in reverse bias. This is done for two reasons. First of all the depletion
region has to be as big as possible in order to take advantage of the full
area of the junction. Secondly if the electric field of the depletion region is
not high enough, small current runs through the junction which is called
leakage current. In order to identify particles efficiently the leakage current
must be as small as possible in order to collect pairs that only come from
incoming particles.

By using other semiconductor configuration, like pnp or npn other at-
tributes can be achieved. The principles of operation are based on the what
was presented in this section for the pn junction. Another commonly used
setup is putting together a heavily doped p or n region with one that is
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Figure 3.6: A pn junction after equilibrium has been reached. In p and n
regions =+ signs, represent charge carriers holes and electrons respectively.
In the depletion region the + signs represent impurity atoms that are posi-
tive and negatively charged since electrons/holes have been stripped from
the atoms.

not so heavily doped which is written as p*n or n*p. This setup alters the
properties of the depletion region, by shifting it towards one part of the
junction or the other.

3.4 Particle Flow Algorithm

As mentioned above, by choosing to build and use the HGCAL CMS is
using a new approach to calorimetry which is called Particle Flow Algo-
rithm (PFA). On average, a typical jet consists of 60% charged hadrons,
30% photons and 10% neutral hadrons. The typical approach in calorime-
try, which is the one used at the moment in CMS, is to reconstruct all
hadrons in the hadronic calorimeter. Due to various reasons (See Chap-
ter 2) the hadronic calorimeter suffers from poor resolution which in turn
limits the overall resolution of the detector.

The idea behind particle flow calorimetry is to use the part of the de-
tector with the best resolution to detect each part of the jet. The detector
with the best resolution is the tracker so practically PFA extends track-
ing in calorimetry by taking into account that all charged particles can
be detected by the tracker. By using information from both the tracker
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Figure 3.7: Example of the two different approaches in calorimetry. In the
first approach (right) particles’ energy is measured solely in the calorime-
ters. In the PFA approach the tracker also contributes in the energy mea-
surement, improving the resolution of the detector.

and the ECAL, PFA identifies the charged particles that are part of the
jet and removes them from the particle cluster. Then the neutral particles
are only identified by the HCAL so only an average 10% of the whole jet
energy is measured by the HCAL improving a lot the overall resolution of
the detector (See Figure 3.7). Here the granularity of the calorimeter plays
a very important role since in order for the PFA to be able to remove the
charge particles from the cluster each particle has to be identified and re-
constructed separately. This means that the segmentation of the detector
has to be so high in order to distinguish each particle in the shower.

The performance of the PFA depends greatly on the on the so-called
confusion. Confusion refers to cases of cluster mismatching and it is sep-
arated into two categories (See Figure 3.8):

* Cluster Splitting: In this case, only of fraction of the energy deposited
in the calorimeter is associated with a track and the remaining part of
the cluster is identified as a neutral hadron. At this case, the energy is
counted twice, once through the track energy and secondly through
the wrongly assigned neutral cluster (See Figure 3.8 (a)).

* Cluster Merging: In this case the cluster of a neutral particle is really
close to one of a charged particle. In the reconstruction procedure
these two clusters are merged and the energy of the neutral cluster
is missed which leads to loss of energy (See Figure 3.8(b)).
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Figure 3.8: Example of cluster mismatching in Particle Flow Algorithm. In
the first case (Figure (a)), only a fraction of the energy deposited in the
calorimeter is associated with a track and the remaining part is identi-
fied as a neutral hadron. In the second case (Figure (b)), two clusters are
merged and the energy of the neutral part is missed.

The general procedure followed during the jet reconstruction from the
particle flow algorithm illustrating all the necessary steps can be seen in
Figure 3.9. Once the cluster has been identified, information from the
tracker is used. The part of the cluster that matches a track is identi-
fied as a charged particle and is removed from the cluster. Then the part
that is left in the electromagnetic calorimeter signal is produced purely by
photons since they are not charged and they left no signal in the tracker.
Finally what is left from the cluster after the removal of the charged parti-
cles and the photons represents charged particles.
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Figure 3.9: General procedure of the Particle Flow Algorithm. Once the
cluster is formed then information from the tracker is used. The part from
the cluster that matches the tracker information is identified as a charge
particle. What is left in the electromagnetic calorimeter signal is identified
as photons. Finally what is left is a neutral hadron
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Chapter 4

Control Systems

This chapter focuses on the description of the concepts used in the de-
sign and implementations of control systems such as the Detector Control
System (DCS) for the High Granularity CALorimeter (HGCAL) as well as
the tools used at CERN and in this project for the development of systems
of this type.

4.1 SCADA systems

This type of systems (DCS) belong in the category of Supervisory Con-
trol And Data Acquisition (SCADA) systems. SCADA as a term is widely
used for describing systems that monitor and control remote processes.
The part referring to data acquisition should not be misinterpreted as the
data acquisition in the context of a physics experiment, which refers to the
data taking for physical purposes. The term refers to the reading of val-
ues regarding the monitoring of the system, which in most cases is done
in a very low rate compared to a data acquisition (DAQ) system. That is
why in many cases SCADA systems are also called SLOw Control SYstems
(SLOCSY). These systems are used extensively in many fields apart from
physics experiments. Some examples are factories, pipelines, airports and
many more. In general a control system consists of three layers:

* The supervisory layer which is responsible for visualizing, control-
ling, sending commands as well as gathering data from the processes.

* The front end layer that is directly connected to the hardware and
reads signals from it sending them to the supervisory layer.
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* The communication layer that is intermediate layer between the
supervisory and the front end layer and is responsible for the com-
munication between the other two.

SCADA systems are usually not complete control systems but are soft-
ware toolkits used in order to develop the supervisory layer of a control
system and also have the ability to connect to the font end layer. As the
name states, a SCADA system should be able to perform three individ-
ual but complementary tasks. Supervise the process by knowing its exact
state at all times. In order to do that, the system should be able to commu-
nicate with the hardware and exchange information with it. Additionally it
should control the system by sending commands to it in order to change
its state. Finally the system should acquire data from the process in the
context of determining the systems state. As we have already mentioned
data acquisition for analysis purposes is a task for a DAQ software.

4.2 The supervisory layer

A SCADA system should meet the following requirements:

* Collect data in order to be able to determine the state of the system
at any time.

* Monitor the system at all times and store the information gathered
from the monitoring procedure to a database.

* Flexibility in the sense of programming and configuring supervising
procedures.

* Having a user friendly Graphical User Interface (GUI) so that the sys-
tem can be easily interfaced by the user/operator.

* Alert and reporting mechanism so that the user can be informed of
emergency situations

* Being able to interact with external applications

A more detailed representation of the structure of a control system can
be seen in Figure 4.1. The data collection needs of the system are met by
what is called the runtime database. The runtime database is responsible
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Figure 4.1: A schematic representation of a control system. The various
components of the Supervisory layer can also be seen.

for holding all the information about system structure updating it con-
stantly and having it accessible to all the processes that require access to
this information. Each element of the system that can hold data is repre-
sented as a point. The database must provide an identifier, a timestamp
and a quality flag for each one of these data points as well as holding the
last value of this point.

The database is updated in an event driven way, meaning that the value
of a point is updated only when an event (i.e. a value change) occurs. On
top of that there is a smoothing mechanism which provides a definition of
what an event is for this particular point. Its most simple form is old/new
comparison but has the possibility of more complex filtering by defining a
deadband or a time interval.

In addition to the runtime database, the system must have a way to
store all the collected data in order to determine the evolution of the pro-
cess because the runtime database can only store the current value. This is
usually done through a relational database. The contents of this database
are used for offline analysis, so access speed is not a issue. The features
of the runtime database (events/smoothing) are also used here in order to
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Figure 4.2: Example of the alarm ranges defined for a data point. Alerts
are defined by specifying valid ranges for the values of data points. Each
of the ranges is assigned with a priority, with the normal range having
priority O. The alarm mechanism is implemented with transitions between
the defined ranges.

control the amount of stored data.

Another part of the supervisory layer is the so called Human-Machine
Interface (HMI) which exposes the state of the system to the user and allows
him to interact with it by sending commands to alter its state acting as an
middleman between the operator and the process. The interface should be
simple, user-friendly, and responsive. It must be designed in such a way
that increases the operators confidence so that human errors are avoided.
On top of that the actions that the user performs should be straightforward
and he should be informed for the state of his actions when the time they
take is longer than a few seconds.

Following these concepts, schematic representations are preferred over
text e.g. a coloured LED is better than a text field in indicating the state of
a machine. Color conventions should also be used so that the information
displayed to the operator is transparent. The use of trends displaying the

58



CHAPTER 4. CONTROL SYSTEMS

evolution of the process is also useful in order to allow the operator to
predict and identify its evolution.

Went

Came

Went /
Unacknowledged

Came /
Acknowledged

Figure 4.3: A schematic representation of all the possible states and tran-
sitions of the alarm mechanism of a control system. Two types of transi-
tions exist the CAME and the WENT. CAME indicates a transitions from
a good state or a state with low priority to a state with higher priority
while WENT indicate the opposite. Most alerts have to be acknowledged.
If an alert WENT before the operator acknowledged it, it is indicated as a
WENT/Unacknowledged alert.

Apart from that, there should be role distinction meaning that experts
and normal users/operators should have access to different kind of infor-
mation. An expert will be able to distinguish the state of the system in a
complex interface or identify a pattern in a complex trend allowing him to
determine the current status of the process. In addition the available com-
mands should be restricted for a normal user while an expert should have
more freedom to perform actions that are more invasive in the procedure
of the monitored process, allowing him to identify and/or fix issues.

Another key feature for the SCADA system is the alarm handling mech-
anism. Alarms are notifications that are used to inform the user for an
abnormal behavior of the process so that he can intervene and restore the
activity. Alerts are defined by specifying valid ranges for the values of the
system’s data points (See Figure 4.2). Each one of the ranges is assigned
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with a priority number indicating the severity of the value. The normal
range of the value has a priority 0. The alarm mechanism is implemented
with transitions. Two types of transitions exist, the CAME and the WENT
transition. CAME indicates the value of a data point shifted from a good
state or a state with low priority to a state with a higher one. In contrary
the WENT transition indicates the that the value changed to a state with
lower priority number. Most of the alarms must be acknowledged by the
operator. This implies that if an alarm CAME and WENT before the oper-
ator acknowledged it, the system stays in alarm state by is indicated as
a WENT/Unacknowledged so that the information about the alarm is not
lost. A schematic with all the possible transitions cane be seen in Figure
4.3

Finally the SCADA system should be able to communicate with external
applications which mainly means that is should expose its data to other
types of software. A reason for doing this is that other types of software will
be used for manipulating the data and the SCADA will be only responsible
for monitoring and controlling the process. One way of archiving this is by
saving data in a relational database which can be accessed by web tools.

4.3 The front end layer

The front end layer is the part of the control system that is directly
connected to the hardware. The hardware can consist of general-purpose
devices such as condition monitoring sensors (temperature, pressure, hu-
midity etc.) as well as application specific devices like power supplies,
pipes, pumps and many others. Apart from that most control systems fea-
ture another type of device that are called Programmable Logic Controller
(PLC) and are very robust, low level computers. They work by making cal-
culations based on input signals coming from sensors and outputting the
result of the calculation to the hardware. Because of their robustness they
are widely used for safety purposes significantly decreasing the response
time of a safety action. Also in very complex systems during an emergency
the appropriate command might not be straight forward for the operator
and the use of PLCs helps in avoiding human error.
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4.4 The communication layer

As it has already been mentioned, this part of the control system is
responsible for ensuring the communication between the hardware (front-
end layer) and the supervisory layer. In the past the software that the
supervisory layer consisted of was specific to the hardware that was used
for each procedure. This was due to the need of drivers in order to interact
with the hardware which made the procedure of creating a generic control
system software a very hard task. In the past 20 years there has been an
effort to standardize the communication procedure by making it hardware
independent and using already protocols such as TCP/IP or UDP/IP. This
has led to the creation of the OLE for Process Control (OPC) protocol.

The OPC protocol is a set of standards created together by the hardware
and software vendors and acts as a middle man between the hardware and
the software. It is based in the client server logic and is actually a translator
between two protocols. The hardware vendor is responsible for providing
a server which is able to translate commands in a form that the hard-
ware understands. The software vendor has to embed an OPC client in
its product so that the communication can be achieved. In this way there
is no need for the development of drivers and the SCADA developer can
communicate with the hardware by simply configuring the OPC server.
In addition to this a set of other communication protocols are used espe-
cially when it comes to PLCs. Some of these are the Siemens S7 as well as
Modbus. Especially in CERN also CAN buses are used due to the extreme
conditions under which the hardware has to operate. In strong magnetic
field and high rate radiation environment the use of Ethernet protocols
is impossible which is why CAN protocol is used. Finally, in many cases
control systems are made of many smaller individual systems that need
to communicate with each other. One example is the communication be-
tween the LHC and the detectors where the state of each of the detectors
depends on the state of the accelerator. For that reason the accelerator
needs to inform the other systems of its state. A protocol called DIP (Data
Interchange Protocol) which was developed at CERN is used for this pur-
pose.
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4.5 WinCC_OA SCADA Toolkit

At the end of the 90’s CERN chose the product it would use for the
development of control systems. A wide survey of all the available com-
mercial and open source products was conducted. As a result the PVSS-
II! SCADA toolkit which was provided by the Austrian company ETM was
chosen. After that ETM was purchased by Siemens which renamed PVSS
into WinCC_OA? and is now the vendor of the toolkit. In the following sec-
tions, the structure of WinCC as well as a set of factors that played a major
role in the selection procedure some of them are listed below.

4.5.1 Main Features

One of the main features on WinCC that made CERN select it as the
tool to develop its SCADA system was its ability to scale. Many of the other
available SCADA solutions have a limit in the number of items they are
able to control. WinCC has no limit since it offers the ability to develop a
distributed system. A distributed system is not one system but a set of in-
dividual systems which are connected to each other in a hierarchical way
forming a complete control system. This allows for the computational load
to be divided and makes the design and operation of very large control
systems possible. Extensive tests were made in CERN in that direction in
order to test the limit of WinCC. They found that it was possible to connect
more than 100 systems in order to form one very large distributed system.
The way distribution is implemented in WinCC is that all connected sys-
tems are automatically updated when something changes in one of them.
This allows the user to modify and develop further tools for one of the sys-
tems since it is ensured that if one component is deployed in one of the
systems it will not interfere with the structure of the whole system.

Another advantage of WinCC is its runtime database. WinCC comes
with an internal database which consists of data points (DP) and is an
abstract structure of data (See Figure 4.4). A data point is a structure made
of data point elements (DPE) which can hold values. Each data point is an
instance of a certain type, called data point type (DPT) (See Figure 4.5). The
DPT defines the general structure of the data point as well as the name

1PVSS is an acronym for ProzessVisualisierungs und SteuerungsSystem, which means
Process Visualization and Control System
2Short name for WinCC Open Architecture
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Figure 4.4: A schematic representation of a data point. A data point is an
abstract structure holding data. It consists of data point elements that are
of a certain type and have a value. Each data point is an instance of data

point type which specifies its structure.

and type of its elements. Data points can be used to simulate devices that
are connected to WinCC but can also be used for holding data for more
abstract concept.

The advantage of using this philosophy for the runtime database is
that data that are associated with a device can be grouped together and
are not held in separate variables as it is done in other SCADA systems.
This way the reusability of code and components which are developed for
this type of device is enabled. Although WinCC is not object-oriented, the
structure of its runtime database can be thought as this. A type which
represents the structure of the data is created, then instances of this type
which correspond to actual devices are being created . Apart from that,
the ability to create generic user interface components (reference panels)
is present, meaning that graphics can be designed for a data point type
and instantiated for each data point.

Another advantage of WinCC is that it can be easily extended through
the native language that the toolkit provides. This programming language
is called ConTRoL (CTRL) and it has been used at CERN to develop a set
of libraries (See Section 4.6) that can be used as a basis for the design
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Figure 4.5: A schematic representation of a data point type. Data point
types specify the structure of each data point that is created and is of that
type. They are like blueprints and are used to model devices in an abstract
data point of view. For example a power supply can be specified as a data
point with two values, representing the voltage and the current it supplies
to the connected devices.

of control systems. In addition, there is a custom WinCC Application Pro-
gramming Interface (API) which can be used to write WinCC managers and
drivers® making WinCC fit the needs of the user.

As it was already mentioned, WinCC comes with a native programming
language. CTRL is a C-like language and is used for creating scripts as
well as user interfaces (panels). The advantage of this language is that it is
user friendly and easy to learn allowing new users to quickly get familiar
with the toolkit and being able to contribute in large projects quickly. In
addition to this, people that are not that familiar with programming as
software engineers are can develop control systems easier than in other
SCADA toolKits.

Finally, another major advantage is that WinCC, in contrary to most
SCADA products, is multi-platform, offering the same functionality in Win-
dows and Linux. This is a very important feature, since Linux is very pop-
ular in the scientific community and many software like DAQ are usually
developed and operated under Linux. This allows running the DCS (or
some part of it) and the DAQ software under the same machine. Although
this is not entirely true, since some of the communiation protocols like
OPC or in general external application force the use of Windows, all the

3The concept of managers and drivers in WinCC will be explained in the next section.
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native WinCC functions can run in both operating systems.

4.5.2 Structure

WinCC is a SCADA toolkit which means that it is not a control system
on its own but rather a set of tools that can be used to build one. It pro-
vides most of the features needed to create a robust SCADA system, like
a well structured runtime database, modularity and scalability as it al-
lows to connect many individual projects to create a bigger one. The main
philosophy behind its architecture is modularity. Each function is an in-
dependent process which is called a manager. Managers work together by
communicating with each other forming the whole system. A figure of the
stricture of a WinCC project with all the individual managers can be seen
in Figure 4.6

The core of the toolkit is the Event Manager (EV). Only one event man-
ager is allowed per system and it is responsible for the communication
between all managers as they can not directly access each other. It oper-
ates by receiving and evaluating inputs (events) from other managers and
responding to them by distributing these events to other managers. It con-
tains the current image of the system (runtime database) in memory and
it is the way all the other managers have in order to access the system’s
image. Data points can be connected to a manager and receive values from
the hardware through it or send values. Also a manager can subscribe to
a specific data point and receive notifications every time the value of this
data point is updated. Finally managers can set or read values of data
points by accessing it through the EV.

Another very important manager is the database manager (DM or DB).
This manager reflects the current status of the monitored process by keep-
ing in memory the current image of the database. While the EV holds the
structure of the database, this managers keeps the values of the partic-
ular elements in the database which at the end determine the status of
the project. This manager also keeps in memory the latest alarms so that
a complete picture of the system is readily available to the other man-
agers. Additionally it is responsible for archiving the data acquired from
the monitored process. For that reason WinCC comes with another highly
optimised internal RAIMA (file based) database which can be used for long
term value archiving. For the archiving of the values WinCC also provides
the ability to use a relational database instead of the RAIMA. To achieve
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Figure 4.6: The structure of a system built with WinCC_OA. Each part of
the system is an individual process. All the processes communicate to-
gether to form the entire system providing great modularity.

that a Relational DataBase (RDB) manager is available which was highly
customized and optimized by CERN.

User Interface (UI) managers are responsible for running the HMI pro-
cesses. They work by executing panels and projecting them to the screen
so that the user can have a graphical representation of the monitored pro-
cess. A special panel that is called Graphics Editor (GEDI) is also available.
This panel is used for the development of other panels and various graph-
ical objects. Control managers (CTRL) work together with Ul managers
by running scripts in the background written in WinCC’s native language
CTRL.

As it was mentioned before, a major advantage of this toolkit is that it
comes with an API allowing users to develop their own custom managers
that fit their needs. The API manager is the manager that allows WinCC to
run custom user code written in C++.

In order to interface the hardware WinCC provides a special type of
managers which are called drivers (D) and are responsible for the hand-
ing the different communication protocols in WinCC. The standard ones
support protocols such as TCP/IP, Modbus, ProfiBUs, CANbus, OPC and
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Figure 4.7: Picture of a distributed control system. Each WinCC system,
features a distribution managers. This manager can be used to connect
WinCC systems together to create a large control system.

others. On top of that the user has the ability to write its own drivers and
extend the poll of hardware that can be integrated in the system. At CERN
drivers have been developed for the protocols DIP and DIM which were
created at CERN.

Through WinCC different kind of systems can be created. The two most
important ones are distributed and scattered systems which allows WinCC
to have such a good scalability. A scattered system is one that has no event
or data manager. This can be achieved because WinCC allows a project to
connect to a remote event/data manager so scattered systems are systems
that just run graphics and ctrl scripts by have no system image (runtime
database) but they rely on data provided by other systems. A distributed
system (See Figure 4.7) can be connected with other control systems and
together they form a bigger one. In order for this to be achieved, WinCC pro-
vides the Distributed Manager (Dist). The data of both systems are avail-
able at each time and can be accessed by adding the system name before
the data point name so that the EV knows where to look for the data. This
way, division of concerns can be achieved by splitting the responsibilities
between systems.
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4.6 Joint COntrol Project Framework

The Joint COntrols Project, was created in order to provide the tools for
all the experiments at the LHC to develop control systems using a common
basis. During the LEP experiments it was made clear that there was lack
of standardization in terms of hardware as well as in terms of software.
This made the integration and the maintenance of the various projects a
very hard task. As a result it was decided that CERN would rely as much
as possible in commercial products for hardware and software. The goal of
the framework was to create a set of tools so that the effort for developing
and maintaining and integrating projects would be reduced to minimum.
The framework is a set of libraries user interfaces and other components
that can be extended by the developers. This means that all the basic tools
to create a control system are already available and since all systems are
built using the same basis they can easily be integrated. The framework
is built as a set of components each one having a different functionality
allowing the developer to use the ones that he needs in order to develop his
system. It provides a higher layer of abstraction and the developer interacts
with the framework and not with WinCC directly. Although interaction
with WinCC is also available since not all functionality is covered by the
framework.

4.6.1 Hardware and Logical view

The framework comes with a built in way to organize the connected
devices called Device Editor Navigator (DEN). The organization is com-
posed of two parts, the hardware and the logical view (See Figure 4.8).
The hardware view is mandatory while the logical is not. The hardware
view corresponds to the actual configuration of the hardware (power sup-
plies, crates, mainframes etc) and the devices connected to them. It is de-
signed in such a way that corresponds to the actual hierarchical connec-
tion of the hardware (mainframes contain board that contain channels).
The framework also provides built in structures (DPT) to represent the
most common hardware used in the experiments so that the development
of different structures (DPT) for the same hardware is avoided because it
could result in conflicts while integrating various systems. The logical view
is implemented by providing an alias to the data points contained in the
hardware view and is used in order to organize the detector in a more user
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Figure 4.8: The JCOP framework Device Editor Navigator (DEN)

friendly way. A mainframe name may not be very meaningful to the user,
but the part of the detector that this piece of hardware controls is much
more straightforward for the user in order to operate the detector.

4.6.2 Finite State Machine

The best way for implementing large control systems is through the Fi-
nite State Machine approach. As the name states, through this approach
the whole system is represented as a machine which has finite number of
states in which it can be. This model is used in many fields and its defi-
nition and implementation may differ from field to field. The JCOP comes
with an native component which allows to use the finite state machine
model for building a control system. The tool acts as a bridge between the
SCADA system and the State Management Interface (SMI++) which is a
framework for building FSMs and was developed at CERN for the DELPHI
experiment at LEP.

The SMI++ framework provides the ability to create the hierarchical
representation of the experiment in order to control it. The structure is
created as a tree of nodes (parent-children). Each object of the hierarchy
(node) is a domain which is a separate process responsible for managing its
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Figure 4.9: A sample FSM diagram created using the JCOP framework
component. Bottom nodes represent actual hardware while the intermedi-
ate ones are used to represent the process in a hierarchical way. In the FSM
approach, states propagate from bottom up while commands the other way
around.

sub-nodes. The lower nodes represent the actual hardware and are not a
separate process but operate within the parent node in which they belong.
The inner nodes are not actual hardware but provide an abstract way of
representing the experiment. In the SCADA part, the same structure is
implemented through data points. The FSM data points that correspond
to devices are directly connected to the SMI++ and are used to calculate
the state of the FSM. This two processes interact via the WinCC API. All the
SMI* domains are connected and form the whole experiment which can be
controlled by giving commands to the top (supervisor) node. During the
operation of the FSM, states are propagated from the lower part upwards
while commands move the other way around (See Figure 4.9).

The JCOP tool for the FSM implementation offers three types of nodes.
The type specifies among others the place that each of the nodes has in
the FSM hierarchy.

* Control Units (CU) are internal nodes, used to represent the hierar-
chical tree. Each CU runs as a separate SMI domain.

* Logical Units (LU) are also internal nodes, but they run within the
process of the CU they are included.

4SMI++ referes to the framework used to build the FSM, while SMI referes to processes
that are written in the SMI language provided by the SMI++ framework.
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* Device Units (DU) they are the "leaves” of the tree, they represent a
device and they are connected to a WinCC data point that is directly
connected to a device.

Apart from this, each node has another type called FSM type that de-
fines the possible states of each node and the actions that can be per-
formed in each of the states. As it was already mentioned, the DUs are
directly connected to the SMI and are used in order to compute the state
of the FSM and also to send commands from the FSM to the actual hard-
ware in order to operate the experiment and change the state of the FSM.
For each one of the types an initial state is declared. On top of that, a set
of rules is used in order to compute the new state and transition to it. The
actions are implemented as a sequence of commands and can be sent to
all children of a node or to all children of a specific type. Each child exe-
cutes the action and then reports back its state forcing the parent process
to re-compute its state.

Alarge experiment, such as CMS, is composed of different sub-detectors
and partitions and in order to operate smoothly, a flexible partitioning
mechanism is needed. This means that different parts of the experiment
need to be operated separately or even part of the experiment should be
excluded at a given moment.

In order to cover this need, the JCOP tool uses the concept of ownership
in the FSM. Each part (domain) of the tree has an owner and the operator
can own the whole tree or part of it. A shared mode is also available in
which the operator takes control of the whole tree and can then share
part of it with other users. While this mode is active, he is still the owner
but someone else can also send commands to this part of the tree. Nodes
can also be excluded from the tree meaning that they are not taken into
account in the computation of the FSM state and commands are not send
to them. Only the owner can exclude or share a part of the tree. On top of
that, LUs and DUs can be disabled which has the same effect as excluding
a node. The difference is that since they are not a separate domain and a
different user can not take control of them. They can only be owned by the
owner of the CU that is above them in the hierarchy.

Different users can take control of different parts of the tree a feature
that is very useful in times of testing or failure. If a part of the experiment
is in error state the operator can exclude this part of the tree and an expert
can take control of it and debug it. After the expert is done fixing the error,
the operator can re-include this part of the tree in the main FSM.
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4.6.3 Archiving Database

A very important role of the DCS is to be able to archive data regarding
the state of the system e.g. environmental conditions etc. These data are
used not only to determine the behaviour of the detector but are also used
in order to determine the quality of the data collected from the experiment.
If a part of the experiment was malfunctioning at a certain period maybe
the data collected can not be used for physics analysis and have to be
discarded.

For this reason, WinCC provides an internal database that can be used
for archiving. This may be enough for industrial purposes but is not for an
experiment as big as the ones that take place at CERN. Instead it was de-
cided to rely on Oracle databases for the archiving procedure. Although
WinCC comes with an native RDB manager which allows a system to
connect with an Oracle database for the archiving purpose this was not
enough for CERN as the amount of data collected from the detectors is
huge.

The archiving policy of the CMS experiment is to archive data on change.
This means that whenever a change is made values are archived. The other
option would be to archive data using a polling mechanism. This means
that a value would be archived at a certain time no matter weather its
value is changed or not. On top of this, some time interval can be also de-
fined and/or a deadband®. These conditions can be applied independently
on the data, meaning that if one of them is true values are archived, or all
together and archive data when all of them are true.

4.6.4 Configuration Database

In large control systems, such as the one controlling the CMS detector,
the settings of the detector have to be changed corresponding to the mode
of operation. This means changing the values of the power supplies, the
accepted temperatures of a PLC and many more. More over in the event of
a failure concerning the DCS PCs, the system has to be up and running
within a reasonable time.

5A deadband is defined an interval (band) in which no action occurs. It can be an
absolute value or a percentage of the value and if the change is lower than it then no
change is registered in the system.
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To address these issues, JCOP provides a tool which is called the config-
uration database. The configuration database is actually an Oracle database
that is used to store project data in terms of the system’s image. This
database is able to store two types of data.

¢ Static Data which correspond to the image of the system. This con-
sists of data points as well as addresses, aliases etc.

* Dynamic Data which consist of values and alert limits of data points
that are connected to the hardware.

When there is a failure, or change of the system image the first type of
data is used. This allows to restore a system after failure, since the system
image is stored in a database. Also under change (removal/addition) of
hardware the database is used again in order to update the current image
of the system.

Dynamic data are used to configure parameters of the hardware and are
called "recipes” in the JCOP terminology. Recipes are used to change the
detector’s state from one mode of operation to another (Physics, Cosmics
etc), as well as to different states in a particular mode (On, Off, Standby
etc.). Apart from the Oracle DB, for the recipes mechanism an internal
cache is also provided where recipes are stored in the computer’s memory.
This ensures that the detector settings are set as fast as possible which is
crucial in times when a quick operation is required.

4.6.5 Access Control Mechanism

The framework also includes an access control component which is
implemented in the UI level. It is not meant to protect the system from
external threats but rather to distinguish the roles of the various users by
allowing different actions to each one of them depending on their expertise.
This way, mistakes can be avoided by actions performed from unautho-
rized and not experienced users.

To achieve this, domains are defined corresponding to a part of the
system and each one of them has levels of access (e.g. operate, modify
etc.). A domain usually represents a part of the system, like a subdetector.
On top of that roles are defined (e.g. operator, expert etc.) allowing a set of
actions for each role of this particular domain. This way, each user that
needs to perform an action on the system, is associated to a role (e.g. ECAL
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Expert, HCAL Operator etc.). Users can be assigned to several roles at a
time.
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Chapter 5

The HGCAL Test Beam Detector
Control System

In this chapter, the goals and the design principles of the HGCAL De-
tector Control System will be described. This chapter can also be used as
a user manual for the operators as well as the developers of the control
system.

5.1 Introduction

The goal was to develop a system that has the ability to monitor and
control the hardware which will be used during the test beams HGCAL
detector. On top of that the system should archive the data collected during
the operation and also implement some safety actions, like informing the
shifter in case of an error and also notifying the experts by a notification
system.

The system will be used during the HGCAL test beam which will be
conducted during May, June and July of 2017. The target was to design
a system meeting the current requirements of the HGCAL team but one
also that can be used as a basis to develop a more complex control system.
As the development of HGCAL progresses, future test beams will become
more demanding requiring the use of more hardware as well as more fea-
tures from the control system. At the moment the system can monitor and
control the high voltage (HV) channels used in the test beam. This is due
to hardware restrictions and one of the future updates is to also integrate
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(i) CAEN SY1527LC Mainframe (ii) CAEN A1511B Board

Figure 5.1: Pictures of the hardware that will be used during the HGCAL
test beam. On the left the CAEN SY1527LC mainframe, and on the right
the CAEN A1511B board.

the low voltage (LV) channels in the monitoring system and if possible the
environmental monitoring sensors.

The hardware which will be used during the test beam consists of a
CAEN SY1527LC mainframe, a CAEN A1511B board (See Figure 5.1) and
the 12 high voltage channels connected to the board. The primary goal is
to monitor and archive the voltage (vMon) and the current (iMon) of the 12
channels. A number of other parameter will also be monitored in order to
ensure that the hardware is operating properly.

5.2 System Structure

The system dependents on the JCOP framework. The core functionality
of the framework was used in order to ease the development procedure. The
standard mechanisms provided by the framework were taken into account
and the whole system is implemented using an FSM. On top of that the
framework’s access control mechanism has been used. Additionally the
data collected by the system will be archived in an oracle database allowing
the members of the HGCAL team to access them from anywhere. Finally
the whole project is wrapped in a component and can be installed in a
WinCC project the same way the JCOP components are installed. This
makes the system portable and it can be easily recreated within minutes
in any machine.
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Figure 5.2: The structure of the FSM created for the HGAL test beam De-
tector Control System.

As it was mentioned above, the whole process is modeled as an FSM
which consists of 4 layers (See Figure 5.2). The top node is named HG-
CAL and reflects the state of the whole system. The layers below this node
correspond to the state of the actual hardware mainframes, boards and
channels. The second layer represents the mainframes, the third one the
boards and the fourth one the channels. In Table 5.1, all the FSM layers
with their available states and actions are listed.

The system also has an access control feature using the JCOP access
control mechanism for the project itself but also for the FSM operation. The
mechanism enables or disables features depending on the access level of
the user currently logged in. At the moment there are 4 levels of autho-
rization that have been assigned to different users. The most basic access
level is the Monitor one. It allows the user with this particular access right
to just view the status of the system. After that the Control right, allows
for the control of the system which means that the user can change the
status of the system by sending commands through the FSM. The Debug
level, gives the ability to perform some special commands regarding the
use of the hardware and is meant for hardware experts. Finally the Modify
right, allows for the actual modification of the system parameters which
can change the actual structure and behaviour of the control system. At
the moment there are 3 users listed in the system with different access
levels for each one of them. The first is the Shifter which has Monitor and
Control rights. Then there is the HVExpert user which has also the Debug
access level. Finally there is the DCSExpert user which can also Modify
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FSM Layer States Actions
READY RESET
HGCAL | NOT_READY | CONFIGURE
ERROR RECOVER
READY RESET
Mainframe | NOT _READY | CONFIGURE
ERROR RECOVER
READY RESET
Board NOT_READY | CONFIGURE
ERROR RECOVER
ON SWITCH_OFF
OFF SWITCH_ON
Channel RAMPUP SWITCH_OFF
RAMPDOWN | SWITCH_ON
TRIPPED RECOVER
ERROR RECOVER

Table 5.1: The different states and actions of the the various levels of the
HGCAL FSM.

the system. It should also be mentioned that none of these users has the
ability to modify the internal WinCC parameters. For that reason another
user which is called root exists. This user has the ability to modify the
whole system but has no rights concerning the DCS operation (FSM).

5.2.1 System setup

In order to setup the system from scratch a WinCC project has to be
created. Although distribution will not be used for this project, it is a good
practice to create a distributed project. After this, the JCOP framework
installation tool should be exported in the project’s directory. In order
the system to operate as expected the following JCOP components are re-
quired:

¢ fwAccessControl version 5.2.1
¢ fwCore version 5.2.1

¢ fwConfigurationDB version 5.2.0
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¢ fwCaen version 5.2.0
e fwXML version 5.0.2
¢ fwTrending version 5.2.0

The system also requires some custom CMS components mainly for the
setup of the notification system. These components are:

¢ fwRDBArchiving version 1.1.4

¢ fwinstallationUtils version 2.1

¢ CMSfwInstallUtils version 2.2.4
* CMSfwAlertSystem version 1.7.1

After the above components are installed, the installation of the CMSHG-
CAL component sets up the HGCAL specific options so that the system can
operate. This means that it generates the FSM structure, it sets the archiv-
ing configuration and connects the project to the archiving database. Fi-
nally it sets up the notification and the access control systems. In Figure
5.3 all the required components that the HGCAL DCS needs in order to
operate correctly are listed. At the moment, this component (CMSHGCAL)
imports the hardware mentioned above. In case more hardware is to be
monitored by the system, it should be registered in the project through the
device editor navigator. After that a simple re-installation of the CMSHG-
CAL component will integrate the new hardware in the project.

5.3 System operation

After all the previous steps have been completed, the system is ready for
operation. The main panel (See Figure 5.4) consists of a tree like structure
which contains all the FSM hierarchy and a main area where the informa-
tion concerning the FSM nodes like the status and the panel associated
with each node can be viewed. On the top right of the panel, the current
time is displayed as well as the access control widget through which the
user can log in or log out,

At first the main area of the panel is disabled since when the panel
first opens no user is connected. In the message area, the user is informed
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MName Version Help Files issues Delete
CMSHGCAL 1.0.0 Not checked
CMSfwAlertSystem 1.71 Mot checked
CMSfwinstallUtils 224 Not checked
fwAccessControl 521 Mot checked
fwCaen 520 HELP Mot checked
fwConfigurationDB 520 Mot checked
fwCore 5.21 HELP Mot checked
fwinstallationUtils 21 Mot checked
fwRDBArchiving 114 HELP Mot checked
fwTrending 520 HELP Mot checked
fwXML 5.02 HELP Mot checked

Figure 5.3: A list of all the components required for the HGAL DCS to
operate correctly.
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Figure 5.4: The main panel of the HGCAL DCS. At the moment the panel
is disabled since no user is logged in.
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Figure 5.5: The log in pop up. In order for someone to operate the FSM, he
has to enter the correct credentials for one of the predefined users.

whether he has the right or not to operate the FSM. By pressing the key
button which is located in the access control widget, a pop up appears
prompting the user to insert his credentials (See Figure 5.5). If the creden-
tials are valid, the panels becomes enabled (See Figure 5.6).

For each level of the FSM the associated nodes have a different panel,
displaying information about the current state of the hardware that corre-
sponds to this level of the FSM hierarchy. The panel for the HGCAL node,
displays information regarding the status of the system, if the FSM is run-
ning, if the system is connected to the archiving database etc (See Figure
5.6).

In the mainframe panel, the user can see information about the current
status of the mainframe (See Figure 5.7) as well as the connected boards. It
can also be seen that some buttons (e.g. Kill) are disabled for this particular
user, since they perform actions that are meant to be done only by experts.
On this panel there is also a second tab which allows the user to set the
desired options for the connected channels (See Figure 5.8). One or many
channels can be configured at once as well as one or more attributes.

In the board panel, information regarding the status of the board is dis-
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Figure 5.6: The main panel of the HGCAL DCS enabled, after the user
inserted the correct credentials.

played. The user can view the connected channels as well as their voltage
and if they are on or off. On top of that the boards temperature is displayed
so that its performance is also monitored. Finally the last layer of the FSM
is the channel layer. In the panel associated to the channels, the user can
see a plot of the the voltage and the current of this particular channel
which are the most crucial variables concerning the detector performance
(See Figure 5.9).

Finally if the user connects as a DCSExpert, another panel can be
opened. In the main panel of the HGCAL node a button labeled Expert
Panel appears. Through this panel (See Figure 5.10), the expert has the
ability to manipulate the system by starting or stopping the FSM as well
as the DIM name server which is responsible for the communication of the
FSM with the SMI processes. Finally the user can manipulate the archiving
of the channel values.
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Figure 5.7: The mainframe panel, displays information about the main-
frame status as well as the hardware connected to this mainframe.
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Figure 5.8: Through this tab of the mainframe panel, the user can set the

options for the various channels of the mainframe like voltage, current trip
time etc.
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Figure 5.9: The channel panel of the FSM DCS. This panel displays infor-
mation about the channel status as well as plots of the current and voltage
of this particular channel.
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Figure 5.10: The DCS expert panel. The expert user can manipulate the
FSM operation through panel. The panel also offers the ability to change
the archiving settings.
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Chapter 6
The CMS central DCS

The system presented in the previous chapter was developed as a side
project by the CMS central DCS team. In the following sections, the struc-
ture of the CMS Detector Control System, the role of the central team as
well as some tools developed by the team will be presented.

6.1 The CMS Detector Control System

In CMS, the Control System is used to operate the detector and to deter-
mine the status of the detector during data taking. The system is divided
in two parts, the main control system which is called Detector Control
System and a system dedicated for safety actions called Detector Safety
System. In this chapter, the structure of the Detector Control System will
be presented.

The CMS detector is implemented as a large distributed system and is
composed of 35 individual projects where each project can run in a sepa-
rate machine or more than one can run in the same machine, depending
on the load they put on the machine. Each one of these projects is asso-
ciated with a different part of the detector’s operation. The control system
is conceptually divided in two parts, the central control system and the
control systems of the subdetectors. The central system consists of 4 indi-
vidual projects with each one of them contributing in a different way to the
control system. On the subdetector part, each of the subdetectors can have
one or more projects depending of the complexity of this particular part of
the detector. Finally, the control room of CMS is a scattered project which
means that no computation is done in this project. In order to monitor and
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control the experiment, this project connects to the central systems which
run in computers inside the CMS service cavern®.

A key concept used in the CMS system is the one of redundancy. In
systems that use redundancy, each setup of projects runs in two separate
machines. The first machine, which is called the active peer, is a full mem-
ber of the system and can act on it changing its state. The second machine
is called the passive peer and operates in standby mode which means that
it only ”listens” and cannot operate in the system. If for some reason, ma-
chine related or WinCC related, the active peer can not operate the second
peer becomes active and takes over. This ensures that the system will be
up and running at all times decreasing the down time of the detector, due
to the control system, to minimum. While WinCC provides a native mech-
anism for redundancy, this failed to meet the requirements of the CMS
experiment and the mechanism was redesigned and implemented in CMS
by the central team.

The whole CMS detector is implemented using the JCOP framework
FSM component. This means that the detector is modelled as a machine
with finite states during its runtime. Following this approach, the central
system is the most top node of the detector and the one that a user has
to interact with in order to operate the experiment. Additionally, it is also
the one that reflects the status of the experiment and can be used to de-
termine its state in terms of operation as well as data quality. The central
systems contain the most top nodes of the detectors structure. They are
also connected (distribution) to the subdetector projects to gain informa-
tion about the rest part of the detector in order to operate it and reflect its
state. A core concept followed by the CMS experiment in the FSM design is
that every node has to be owned by someone at all times. This means that
in cases of malfunction a part of the detector can be excluded for mainte-
nance reasons. While this happens, that part is not included in the central
system and has to be owned and operated by the subdetector team. The
team works on this part of the detector and when it is fixed it is re-included
in the central system.

The structure of the CMS control system is a tree (Figure 6.1). Each

!The CMS experiment is divided in 3 areas. The area which is above ground where
the control room is. The service cavern which is 80 meters underground and where most
of the hardware is, including the servers that run the control system. Finally the experi-
mental cavern is 100 meters underground and contains the detector plus some additional
hardware.
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Figure 6.1: The structure of the CMS control system. The system consists
of 4 projects for which the central DCS team is responsible and many sub-
detector projects. The system is organized in a tree structure and its most
top node is the system Central 3 which runs the access control mecha-
nism. The second one is the Central 2 which contains the top nodes of
the FSM. After that the other central systems as well as the main systems
of the subdetector control systems are connected directly to the system
central 2 creating the tree structure.

system has a parent and maybe one or more children. The parent systems
have access to the children systems and vice versa. No horizontal connec-
tion is allowed so nodes in the same level of the structure can not interact
with each other directly. This can only be performed by the parent node.
The first node of the system is the project central 3. It is the one that the
user has to connect first in order to interact with the detector. This system
is responsible for the access control mechanism of CMS and a successful
login allows the operator to interface the rest of the projects through the
central 3 project. The second node in the hierarchy is the system central
2. In this project the central part of the CMS FSM runs. The other two sys-
tems of the central control system are called central 1 and central 4. The
central 1 runs the "rack control” application and is responsible for moni-
toring and controlling all the racks that are present in the site (point 5) of
the CMS detector. The system central 4 is responsible for monitoring all
the general hardware in CMS which includes Wiener crates that contain
electronics related to data taking and ELMBs? that host sensors that are

2ELMB stands for Embedded Local Monitor Boards and are radiation tolerant PCBs
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used to monitor the conditions in several areas of the experiment.

The responsibilities mentioned in the previous paragraph for the central
projects are only a part of the operations that they perform. For example
the system central 3, since it is the one that has connection to all the other
projects, also runs scripts that are able to determine the state that the ac-
tual projects are on e.g. managers misbehaving. Another example is the
project central 2. In CERN, each detector as well as the LHC are private
networks meaning that computers from the outside world can not connect
to them unless they have special authorization. However for the experi-
ments to take place all 4 detectors as well as the LHC must be ready for
physics. For that reason, each detector as well as the LHC publish their
state. In order to do that, a computer from each experiment must have
access to the LHC network. In CMS this computer is the one in which the
project central 2 runs. This computer is "trusted” as is said in computer
networking terms and has access to the LHC private network. In this man-
ner, CMS can send its state to the accelerator and can also read the state
of the LHC so that experiments can take place. This type of information is
exchanged using the protocols DIM and DIP.

6.2 The CMS central DCS team

The CMS central DCS team is responsible for matters concerning con-
trol systems in CMS as well as the development and maintenance of the
central control system. Furthermore the central team is responsible for
issuing guidelines to be followed by the subdetector teams during the de-
velopment of their systems.

As it was mentioned before, the JCOP team provides support, guide-
lines and tools for the development of control systems in CERN. Each one
of the experiments is responsible for choosing which guidelines to follow.
In CMS this is done by the central team. The central team issues addi-
tional guidelines that accommodate the CMS philosophy and needs and is
also responsible for creating tools that the subdetector teams can use in
order to follow these guidelines. Finally the central team is responsible for
providing support in general matters concerning control systems as well
as WinCcC.

developed at CERN.
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In CMS the systems are developed in such a way that they are actually
a set of components each one of them responsible for a specific task in
the system that they are installed. Following this approach, the individual
components need to be maintained and not the actual systems. Another
feature of the CMS is that the control system is centralized. This means
that the central team is responsible for the operation and maintenance of
the projects as well as the machines that the projects run on. In addition
the subdetector teams do not have direct access to the machines that run
their systems but only the members of the central team can access them.
The central team creates the projects and the subdetector teams are re-
sponsible for providing a set of components to be installed in their projects.
For this operation to happen, the central DCS team has developed a pool
of tools that the other teams in CMS can use in order to create and install
components in their projects.

Since only the central DCS team has access to the system computers,
the subdetector teams must have a way to interface and interact with their
systems. To address this issue, the CMS central DCS team provides an on-
line application called CMS online and can be accessed in the following ad-
dress https://cmsonline.cern.ch by anyone with a CMS account. Through
this web application, CMS publishes its state as well as the operations be
performed by the detector. A user with enough credentials can even oper-
ate the detector by manipulating the managers of a project. Additionally
this platform is used to target components in projects. As mentioned above
the subdetector teams provide the central team with a set of components
to be installed in the production systems. In order for this to happen the
central team provides an automatic tool for deploying components called
component handler which can be found in CMS online. Depending on his
credentials, a user can specify a component and install it in a production
system. This way a subdetector expert can actually change the form of the
control system in production.

In the next two sections, tools developed by the central team, mainly for
enhancing the installation mechanism of components in CMS, will be pre-
sented. These tools are used by the central team as well as the subdetector
teams in order to interface the production systems.
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6.3 The Configuration Database in CMS

One of the components that the JCOP framework provides, is a tool for
saving data from the runtime database on an external relational database
called configuration database. Through this component, one can change
the contents of the runtime database in terms of its structure by creating
or deleting data points and data point types as well as changing values of
data point elements.

In CMS, the configuration database is the way to interface the pro-
duction systems. It is also used as a reference point in order to specify
what should be in the system and for that reason its contents have to be
updated every time a change is made in one of the systems. This tool is
heavily used by the central team in order to manipulate the image of the
production systems. It is also one of the CMS guidelines and everyone is
CMS is encouraged to use this tool in order to change the contents of the
runtime database.

The original tool designed by the framework comes with a set of limita-
tions which make it difficult to use the component to the extend that this
is done in CMS. One of them is the lack of the ability to select big num-
bers of data points. The original tool provides a graphical interface that
allows the user to select through a panel the data points to be saved in the
configuration database. Although this functionality is very convenient, in
cases where large amounts of data points have to be selected the tool be-
comes really difficult to use. Another disadvantage is that the hardware
and logical view have to be selected in two separate steps. Finally, while
the tool offers many more functions, the user has to write scripts in order
to implement them.

In order to address these issues and allow the developers in CMS to
use the configuration database effectively the CMS central DCS team had
to develop an extension of the JCOP framework Configuration database
tool. The tool is called CMSfwInstallUtils (See Figure 6.2) and is a member
of the installation utility tools that CMS central DCS team provides to the
CMS community for developing control systems. The tool follows a different
approach in the way data from the system are selected in order to be saved
in the database and be manipulated in general. After the selection is made
all the functionality provided by the original framework tool can be used
through a user friendly graphical interface so the need for creating scripts
is reduced to a minimum.
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Figure 6.2: The main panel of the CMSfwInstallUtils component. The tools
uses filter to select data point from the project. Each filter is associated
with a configuration in the database that holds the selected data points.
The user can specify which parts of the data points to be save, like ad-
dresses, alerts and many more.

The tool is based on the use of filters in order to select data points from
the system and save them in the database. A filter is a set of patterns de-
fined by the user in order to select a list of data points from the project’s
run time database (See Figure 6.3). Each filter is then connected to a con-
figuration in the database under which the data points selected by the filter
will be saved. The user can specify data point names or data point name
patterns, data point types or even aliases and alias patterns in the filter.
Additionally individual data points can be selected and excluded from the
filter selection. The filter can also select and save the logical view which
means saving the aliases of the data points in the same configuration. The
tool also provides the ability to save the logical view starting from a specific
node and thus excluding parts of it even if they correspond to data points
selected by the filter. After the filter has been created, the tool offers the
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Figure 6.3: The main panel used to define filters. A filter is a set of patterns
used to select data points. The tool allows the user to define patterns for
data point names or aliases. He can also select data point types and save
all the data points of this type and finally select individual data points to
be excluded. Each filter is associated with a configuration in the database
under which the data points will be saved. Finally the user can select if he
want to also save the logical view for the selected data points.

ability to select which configs of the data point elements (addresses, alerts
etc) should be saved, through the main panel (See Figure 6.2).

Another important feature of the component is the comparison mech-
anism which checks the contents of the database against the ones in the
project and the other way around. The comparison mechanism can be
used in case an intervention is performed as well as in many other cases.
An intervention is usually called an action after a change is induced in
the system. After an intervention, the contents of the database have to be
updated in order to reflect the new image of the project. In order to check
that the intervention achieved its goal, the contents of the project have to
be checked against the database. The tool allows the user to check for the
existence of data points in the project and in the database and also enables
the comparison of data point configs. At the moment, the tools support the
comparison of address, alert and archiving configs. Finally if the config-
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Figure 6.4: The main screen of the comparison mechanism. Through the
CMSfwInstallUtils component, one can check if the contents of the project
match the ones in the configuration database. The tool performs checks
for data points and address, alert and archiving configs. Finally if the con-
figuration contains the logical view aliases can also be checked.

uration associated with the filter is listed as a configuration containing a
logical view, data point aliases can also be checked.

6.4 The CMS Installation Tool

As mentioned above, the control system in CMS is centralized and the
subdetector teams have to provide a set of component to the central team
to be installed in their projects. The procedure described above would be
very time consuming if every time that a member of a subdetector team
wanted to install something he would have to contact a member of the
central team. For this reason the central team has developed a platform
so that the subdetectors can install components in their projects. This
platform is based on the installation tool of the JCOP framework.

The JCOP provides an installation tool with which the frameworks com-
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ponents can be installed in the project. The installation tool can be oper-
ated in two modes. The first one is the local mode in which the project is
the master and is responsible for what components are to be installed in
the projects. For this reason, the tool provides a set of graphics that some-
one can use in order to perform the installation procedure. In the second
mode which is called central, the project can be connected to a database
which contains information about which components have to be installed
in the project. In this mode the database is the master and components are
installed automatically depending on the database contents. In order for
this mode to operate, a manager exists in every project which connects to
the database and every 5 minutes retrieves information about the project
from the database. If the manager detects changes between the database
contents and what is installed in the project it responds accordingly.

For the second mode to be used efficiently, the framework provides a
tool that can connect to this installation database and browse or alter its
contents. In CMS, this component has been customized and optimized to
fit the needs of the experiment. Since the installation database is a core
part of the CMS control system, the central team provides two ways of
accessing the installation database.

The first way is through the terminal server and can be done only by
the members of the central team. The installation database is physically
present in point 5, which as mentioned before is a private network. This is
done for security reasons and it means that computers not located in point
5 do not have access to this network and to the installation database. CMS
provides a computer which is called terminal server and is the only one that
is located in the CERN general network and has also access to the CMS
network. When a user connects to it, he has several options depending on
his authorization levels. One of the options is to browse the installation
database of the CMS control system. If someone connects to the instal-
lation database through the terminal server, he has elevated rights and
can also remove or add machines and projects in the system in addition
to targeting or un-targeting components to projects.

The second way to access the installation database is through CMS
online (https://cmsonline.cern.ch). The central team provides a web ap-
plication called component handler and through it, each user with the
appropriate access rights can register a new component and target it for
installation in a specific project. Through the component handler, only
already existing projects can be manipulated.
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The installation procedure as defined by the framework installation tool
consists of 4 steps. At first, all files listed with the component to be installed
are copied in the local directory of the project. After that a script called init
(initialization) script is executed and its role is cleaning up the project and
prepare it for the installation. Subsequently data point (dp) lists are im-
ported in the project. Data point lists are files containing structures for
data points, data point types and data point configs as well as values to
be imported in the project. Finally a script called post install script is exe-
cuted. This script is responsible for setting up things after the component
has been installed, like creating the FSM and more.

Since the installation procedure is used widely in CMS the steps have
to be more detailed. During installation, managers have to be stopped
or added, configurations have to be downloaded from the configuration
database and many more. The solution was creating a component, called
fwlnstallationUtils® which is responsible for performing all the installation
actions that the framework tool does not. The component is based on an
xml* file which contains information regarding all the above steps. All this
information can be linked to a component through the component handler.
Through the application (component handler), the user can specify man-
agers to stop, configurations to be downloaded and others. The tool then
generates the xml file which contains instructions to be followed during
installation and distributes it with the component. During installation the
additional steps are executed leading to a smoother installation procedure.

3Usually for CMS components their name starts with CMS. this component was in-
tended as an extension of the installation tool for the JCOP framework that is why it does
nota contain CMS in its name.

4xml stands for eXtensible Markup Language and are files used for holding data in a
human readable way.
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