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Structure	of	string	amplitudes



Field	theory	vacuum	polarizaVon	diagram:



Write	it	in	a	“stringy”	way:	with	the	propagator	wri^en	as	a	Schwinger	integral	over	t:
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The full action therefore combines the bosonic and supersymmetric actions. In the conformal and

light-cone gauges

SLC = −
T

2

∫

d2σ
(

ηab∂aX
j∂bX

j + iΨ
j

+ρ
a∂aΨ

j
+ + iλ

J

−ρ
a∂aλ

J
−

)

(6.3)

where J= 1 . . .16 counts the complex right-moving fermions, and j= 1 . . .8 counts the left-moving

transverse degrees of freedom. It is not hard to see that the appropriate constraint equations Tab =

Ga = 0 must be the sum of the bosonic contribution from the right movers and the supersymmetric

contribution from the left movers.

The technique of constructing the string models with all the additional degrees of freedom

expressed as world-sheet fermions is known as the fermionic formulation. It was developed in

refs.[7, 8, 9]. In this discussion I shall use the notation of ref.[8]. It is important to realize that the

consistent models in 10-D are of course independent of the formalism (i.e. fermionic or bosonic)

used to derive them. The fermionic formulation can also be used to develop 4-D models and this

in fact was the point of the original papers. There it gives a slightly unusual viewpoint for model

building; it disgards the geometrical interpretation of the 4-D models as compactified 10-D models,

and regards the world-sheet fermions simply as extra degrees of freedom thrown in to cancel the

conformal anomaly. Later I shall return to the 4-D models in this formalism, but for the moment

let us concentrate on our task of finding the consistent models in 10 dimensions.

6.1 Modular Invariance - the tool to tell us which models are consistent

We now turn to the question that I alluded to at the end of the previous section, namely how

to determine the consistent models. The trick is to start doing some perturbation theory. If we go

to complicated enough diagrams, some putative model will give inconsistent answers (for example

more than one answer for the same physical amplitude) whereupon it can be discarded. In fact

we only need to go as far as vacuum→vacuum amplitudes (one loop partition functions) with no
vertex operators to determine all the consistent 10 dimensional models. The relevant diagram are

shown below.

Z0= trivial Z1 Constrains model Z2..Minor additional constraints

r

r

1

2

The reason that the one loop diagram is so constraining is that it must be modular invariant.

Consider the one loop diagram for a particular shape (i.e. given by the length of the two cycles)

of torus. First recall that going to the conformal gauge (γab = eφηab) leaves a Weyl invariance in

the metric (since there is no φ dependence). This allows one by a suitable rescaling to go to a flat

metric. Now consider the integration region itself: this is now planar, so the world sheet integral is

over the region shown in the diagram

29

F

x x

Compare	with	string	theory:	Kaplunovsky,	Dixon,	Louis	et	al,	looked	at	this	for	gauge	

thresholds:	There	are	two	factors	at	work	…
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where the spin structure is that of the World-sheet fermions corresponding to the decompact
space-time dimensions appearing in the vertex operators with non-zero kµ.

Fixing one vertex at 0 and replacing the z2 integral with the volume (i.e. ⌧2), we then find
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Assuming that ⌧2 � 1 in the IR region where we require the s cut-off, we may neglect the other
terms for the �-function and use

e�shXXi ⇠ e�⇡s⌧2 . (1.9)
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At large ⌧2 we need retain only the massless states and the term is effectively
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and using the asymptotic approximations to #0s and ⌘ we find
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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consistent models in 10-D are of course independent of the formalism (i.e. fermionic or bosonic)
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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expressed as world-sheet fermions is known as the fermionic formulation. It was developed in

refs.[7, 8, 9]. In this discussion I shall use the notation of ref.[8]. It is important to realize that the

consistent models in 10-D are of course independent of the formalism (i.e. fermionic or bosonic)

used to derive them. The fermionic formulation can also be used to develop 4-D models and this

in fact was the point of the original papers. There it gives a slightly unusual viewpoint for model

building; it disgards the geometrical interpretation of the 4-D models as compactified 10-D models,

and regards the world-sheet fermions simply as extra degrees of freedom thrown in to cancel the

conformal anomaly. Later I shall return to the 4-D models in this formalism, but for the moment

let us concentrate on our task of finding the consistent models in 10 dimensions.

6.1 Modular Invariance - the tool to tell us which models are consistent

We now turn to the question that I alluded to at the end of the previous section, namely how

to determine the consistent models. The trick is to start doing some perturbation theory. If we go

to complicated enough diagrams, some putative model will give inconsistent answers (for example

more than one answer for the same physical amplitude) whereupon it can be discarded. In fact

we only need to go as far as vacuum→vacuum amplitudes (one loop partition functions) with no
vertex operators to determine all the consistent 10 dimensional models. The relevant diagram are

shown below.

Z0= trivial Z1 Constrains model Z2..Minor additional constraints

r

r

1

2

The reason that the one loop diagram is so constraining is that it must be modular invariant.

Consider the one loop diagram for a particular shape (i.e. given by the length of the two cycles)

of torus. First recall that going to the conformal gauge (γab = eφηab) leaves a Weyl invariance in

the metric (since there is no φ dependence). This allows one by a suitable rescaling to go to a flat

metric. Now consider the integration region itself: this is now planar, so the world sheet integral is

over the region shown in the diagram
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where the spin structure is that of the World-sheet fermions corresponding to the decompact
space-time dimensions appearing in the vertex operators with non-zero kµ.
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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The full action therefore combines the bosonic and supersymmetric actions. In the conformal and

light-cone gauges
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where J= 1 . . .16 counts the complex right-moving fermions, and j= 1 . . .8 counts the left-moving

transverse degrees of freedom. It is not hard to see that the appropriate constraint equations Tab =

Ga = 0 must be the sum of the bosonic contribution from the right movers and the supersymmetric

contribution from the left movers.

The technique of constructing the string models with all the additional degrees of freedom

expressed as world-sheet fermions is known as the fermionic formulation. It was developed in

refs.[7, 8, 9]. In this discussion I shall use the notation of ref.[8]. It is important to realize that the

consistent models in 10-D are of course independent of the formalism (i.e. fermionic or bosonic)

used to derive them. The fermionic formulation can also be used to develop 4-D models and this

in fact was the point of the original papers. There it gives a slightly unusual viewpoint for model

building; it disgards the geometrical interpretation of the 4-D models as compactified 10-D models,

and regards the world-sheet fermions simply as extra degrees of freedom thrown in to cancel the

conformal anomaly. Later I shall return to the 4-D models in this formalism, but for the moment

let us concentrate on our task of finding the consistent models in 10 dimensions.

6.1 Modular Invariance - the tool to tell us which models are consistent

We now turn to the question that I alluded to at the end of the previous section, namely how

to determine the consistent models. The trick is to start doing some perturbation theory. If we go

to complicated enough diagrams, some putative model will give inconsistent answers (for example

more than one answer for the same physical amplitude) whereupon it can be discarded. In fact

we only need to go as far as vacuum→vacuum amplitudes (one loop partition functions) with no
vertex operators to determine all the consistent 10 dimensional models. The relevant diagram are

shown below.

Z0= trivial Z1 Constrains model Z2..Minor additional constraints

r

r

1

2

The reason that the one loop diagram is so constraining is that it must be modular invariant.

Consider the one loop diagram for a particular shape (i.e. given by the length of the two cycles)

of torus. First recall that going to the conformal gauge (γab = eφηab) leaves a Weyl invariance in

the metric (since there is no φ dependence). This allows one by a suitable rescaling to go to a flat

metric. Now consider the integration region itself: this is now planar, so the world sheet integral is

over the region shown in the diagram
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At large ⌧2 we need retain only the massless states and the term is effectively
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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Logarithmic	in	s:		
							UV	=	IR

Finite	threshold	
comes	from	saddle	
behaviour	around	
here.	(PosiVon	may	
depend	on	
Mandelstam	
variables)

The	parVcle	limit	of	the	world-sheet	Green’s	funcVon	gives	the	natural	logarithmic	
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• This	behaviour	is	quite	generic:	e.g.	4	point	one-loop	coupling	(which	was	
examined	by	Gross	&	Mende)	also	has	a	saddle	that	obeys:

1.2 The Di↵erent Regions:

In the above we assumed 0  y1  y2  y3  1. The amplitude consists of an integral over this region and its

permutations. Let us call the regions:

Rijk : 0  yi  yj  yk  1 (1.11)
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ie the regions Rijk ⇠ Rkji and R231 ⇠ R123(s ! t, t ! u, u ! s), R312 ⇠ R123(s ! s, t ! u, u ! t).

Really we should sum over all regions. However, all is not lost! Assuming (!need to check!) there is a saddle

point in each region (there is in the yi as above), and we are interested in just the limit t ! 0, since the integral goes
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are where |f(yi)| is small, ie regions R123, R231 and their ‘doubles’. We get the same saddle points - in R231, we have
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This is precisely the value Gross and Mende have.
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8t . But that the right hand side is positive and greater than

1 so that this has no solution. This exponential falls essentially linearly for very small t, starting from a value ever

closer to 0 as t ! 0. I think this is the region that would dominate in the s ! 0 region.

Note also that in R231 we get the correct behaviour of the saddle points, replacing u ⇠ �s we get y1 ⇠ 1 ⌘ 0

(by periodicity), y2 ⇠
1
2 and y3 ⇠

1
2 . These are precisely what we expect from the Gross Mende paper (see below).

The Relation to Gross-Mende: The Gross-Mende have z saddle-points at
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and for t ! 0, q = ei⇡⌧ ⇠ �t/s. Since y = =(z)/⌧2, we expect the y1 = 0, y2 = y3 =
1
2 , y4 = 0. Beware the mistake

in Gross-Mende - they confuse t and s!! They write q ⇠ �t/s, which is immediate from their 3.9. This is correct if

t = �s223 but the wrong way round as compared to the start of the paper where they define t = �s213.
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The saddle point for R123 is then as above: y1 = �t/2u, y2 = 1/2, y3 = 1/2� t/2u, f(ŷi) =
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⇠ e⇡⌧2f(yi)+exp
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t
8u (which has correct sign!). Replacing to leading order u ⇠ �s this

becomes
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This is precisely the value Gross and Mende have.
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This would have an extremum when exp(�⇡⌧̂2t/u) = �
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8t . But that the right hand side is positive and greater than

1 so that this has no solution. This exponential falls essentially linearly for very small t, starting from a value ever

closer to 0 as t ! 0. I think this is the region that would dominate in the s ! 0 region.

Note also that in R231 we get the correct behaviour of the saddle points, replacing u ⇠ �s we get y1 ⇠ 1 ⌘ 0

(by periodicity), y2 ⇠
1
2 and y3 ⇠

1
2 . These are precisely what we expect from the Gross Mende paper (see below).

The Relation to Gross-Mende: The Gross-Mende have z saddle-points at

z1 =
1

2
, z2 =

⌧

2
, z3 =

1 + ⌧

2
, z4 = 0 , (1.21)

and for t ! 0, q = ei⇡⌧ ⇠ �t/s. Since y = =(z)/⌧2, we expect the y1 = 0, y2 = y3 =
1
2 , y4 = 0. Beware the mistake

in Gross-Mende - they confuse t and s!! They write q ⇠ �t/s, which is immediate from their 3.9. This is correct if

t = �s223 but the wrong way round as compared to the start of the paper where they define t = �s213.
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Leading	term	is	same	as	parVcle	theory
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(by periodicity), y2 ⇠
1
2 and y3 ⇠

1
2 . These are precisely what we expect from the Gross Mende paper (see below).

The Relation to Gross-Mende: The Gross-Mende have z saddle-points at

z1 =
1

2
, z2 =

⌧

2
, z3 =

1 + ⌧

2
, z4 = 0 , (1.21)

and for t ! 0, q = ei⇡⌧ ⇠ �t/s. Since y = =(z)/⌧2, we expect the y1 = 0, y2 = y3 =
1
2 , y4 = 0. Beware the mistake

in Gross-Mende - they confuse t and s!! They write q ⇠ �t/s, which is immediate from their 3.9. This is correct if

t = �s223 but the wrong way round as compared to the start of the paper where they define t = �s213.

4

Replacing																									this	gives	the	saddle	of	Gross	and	Mende	

1.2 The Di↵erent Regions:

In the above we assumed 0  y1  y2  y3  1. The amplitude consists of an integral over this region and its

permutations. Let us call the regions:

Rijk : 0  yi  yj  yk  1 (1.11)

The saddle point for R123 is then as above: y1 = �t/2u, y2 = 1/2, y3 = 1/2� t/2u, f(ŷi) =
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This	first	sub-leading	term	in	G	yields	all	the	stringy	behaviour



Conclusion:	string	theory	amplitudes	are	regulated	by	a	saddle	point	in	the	world-sheet	
propagator,	because	by	the	*me	we	integrate	over	everything	but																,		we	have	an	
exponent	like	
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UV	comple*on	on	the	world-line



Although	the	WL	formalism	emerges	in	the	parVcle	limit	of	string	theory,	a	first	
quanVsed	parVcle	theory	can	be	built	in	this	formalism.	

	Normally	would	have	e.g.	the	tree-level	propagator	in	a	scalar	theory:		

Feynman;	
Affleck,	Alvarez,	Manton;	
Bern,	Kosower;	
Strassler;		
Schmidt,	Schubert		

�(p2) =
1

p2 +m2
=

Z 1

0
dt e�t(p2+m2)

• Define	a	world-line	theory	with	a	G	with	the	same	proper*es	as	string	theory:



Although	the	WL	formalism	emerges	in	the	parVcle	limit	of	string	theory,	a	first	
quanVsed	parVcle	theory	can	be	built	in	this	formalism.	

	Normally	would	have	e.g.	the	tree-level	propagator	in	a	scalar	theory:		

Feynman;	
Affleck,	Alvarez,	Manton;	
Bern,	Kosower;	
Strassler;		
Schmidt,	Schubert		

More	generally	the	Schwinger	proper-Vme	always	come	from	G(t)	on	the	
worldline.	So	we	can	imagine	more	general	WL	theories	that	give	

�(p2) =
1

p2 +m2
=

Z 1

0
dt e�t(p2+m2)

2

small ⌧2 the exponent goes like 1/⌧2 (since this region can always be mapped back to large ⌧2 by a

⌧2 ! 1/⌧2 Möbius transformation). In the particle context, one is tempted to mimic this behaviour

by modifying the propagator so that it is written as an integral over the single real parameter t as

follows:

�(p2) =

Z 1

0
dt e�T (t)(p2+m2) , (2)

where the proper time is some function of t that is symmetric under the only relevant remnant of

the Möbius transformations 1:

T (t) = T (t�1) ,

T (t)
⌧!1�! t . (3)

Let us consider the simplest option,

T = t+ t�1 , (4)

where we henceforth set the fundamental scale to one. Performing the integral we find the propa-

gator to be

�(p2) = 2K1(2(p
2 +m2)) , (5)
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As well as exhibiting the desirable exponential suppression at momenta above the fundamental

scale, �(p2) has the interesting property that it possesses only the single physical pole near the

origin, because zK1(z) is an entire function, so a theory with such a propagator must be ghost-free.

The modification in (2) can thus be thought of as a means of generating the infinite-derivative,

ghost-free and finite field theories of refs.[21–24].
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As usual for m = 0 we find an integral over Gaussian solutions to the diffusion equation in d = 4

Euclidean dimensions. However the fact that T has a minimal value means that, as in string theory,

physics has now acquired a minimum length3.
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We should add that of course the full string propagator does have an infinite number of physical poles, which the

exponentially suppressed single pole version approximates, via the Stirling formula.
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Our prescription is apparently also equivalent to adopting a time dependent diffusion coefficient, D(t) = (1�1/t2).
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The purpose of this letter is to propose from first prin-
ciples a particle framework that has the same beneficial
Ultra-Violet (UV) properties as those of string-theory
(see for example [1–4]). Our approach is to mimic the
behaviour of first quantised strings by modifying the par-
ticle theory within the worldline formalism [6–12].

As a starting point, we note that an inspection of the
particle limit of string amplitudes (in particular the form
of the Koba-Nielsen factors) makes it natural to consider
generalising the particle propagator, so that it is defined
as an integral over the Schwinger parameter t as follows:

�(p2) =

Z 1

0
dt e�T (t)(p2+m2) . (1)

The function T (t) essentially corresponds to the Green’s
function on the worldline. In normal field theory one
has T (t) = t which yields the ordinary propagator, but
it is interesting to experiment with more general T (t)
functions, constrained only by the fact that they should
have the usual Infra-Red (IR) behaviour:

lim
t!1

T (t)

t
= 1 . (2)

What forms of T (t) are allowed, which ones might pro-
vide benefits similar to those of string theory, and what is
the physical interpretation of a non-canonical T (t)? First
it is straightforward to prove the following [17]:

Any T (t) for which Re(T ) > 0 for all t > 0
and tT (t�1) is entire generates a ghost-free
infinite-derivative theory. (3)

The propagators in this class of theories are of the form
�(p2) = F (p2)

p2+m2 where the form factor F (p2) introduces
no further physical poles, but generically has a branch
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cut at negative p2 emanating from the physical pole.
Eq.(2) ensures that limp2!0 F (p2) = 1, while an expan-
sion around p2 = 0 shows that a logarithmic branch cut
first appears in the higher derivative terms.

The simplest example of a function that obeys the
above condition is T (t) = t+1. This generates a class of
theories that was first advocated as a particle approxima-
tion of string field theory [2, 13–15]. Indeed, the prop-
agator in such theories has an exponential form-factor,
�(p2) = e�(p2+m2)/(p2 +m2). This case which is effec-
tively a lower cut-off on T is in fact the only situation in
which the propagator has no branch-cut and the form-
factor is itself an entire function of p2.

Despite the connection to string theory, the simple ex-
ponential example above can be taken as a UV complete
infinite-derivative particle theory in its own right. Hence
it is interesting to expand the discussion to consider other
choices of T (t) that may have beneficial properties. One
particularly attractive option is to imitate the regular-
ising properties of modular invariance by imposing an
“inversion symmetry” on the worldline, namely

T (t) = T (t�1) . (4)

It is straightforward to prove that the only function sat-
isfying this and the conditions in (2) and (3) is

T = t+ t�1 + c , (5)

where c is a constant, and where we henceforth choose
units in which the fundamental scale is one. The con-
stant c does not qualitatively change the physics, so for
convenience we will take c = 0.

This form of T (t) gives the propagator to be

�(p2) = 2K1(2(p
2 +m2)) , (6)

where K1 is the modified Bessel function of the second
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e.g.	the	“trivial	case”:																												

3

Indeed, dropping the symmetry requirement in (6), it is straightforward to prove that:

Any T (t) for which tT (t�1) is entire generates a ghost-free infinite-derivative theory.

The trivial example of such a function is T (t) = t + 1 which gives the commonly adopted expo-

nentially suppressed propagator, �(p2) = e�(p2+m2)/(p2 +m2). But there are an infinite number

of ghost-free theories that can be generated this way2 . It is also easy to see that (4) is the only

t ! 1/t symmetric possibility. We will henceforth focus on this case.

Of course it is always possible to make a change of coordinates to bring the propagator back to

its original form as an integral over T , whereupon we find an interpretation as minimum proper

time:

�(p2) =

Z 1

T0

dT
1

T 0 e
�T (p2+m2) ,

=

Z 1

2
dT T 2�2+T

p
T 2�4

T 2�4+T
p
T 2�4

e�T (p2+m2) , (7)

with the second line being specific to the example of (4), where we choose the positive branch in

order to satisfy (3). In other words, our prescription is equivalent to introducing a weighting on

sums over histories which diverges as an inverse square-root at some (cut-off) value of T , and that

tends to one at large T .

To consolidate this picture, it is interesting to take the Fourier transform to obtain the propagator

in target-space:

�(x, y) =

Z
ddp

(2⇡)d
e�ip(x�y)

Z 1

0
dt e�T (t)(p2+m2)

=

Z 1

0
dt

1

(4⇡T )d/2
e
�

(x�y)2

4T +Tm2

�

. (8)

As usual for m = 0 we find an integral over Gaussian solutions to the diffusion equation in d = 4

Euclidean dimensions. However the fact that T has a minimal value means that, as in string theory,

physics has now acquired a minimum length3.

2
We should add that of course the full string propagator does have an infinite number of physical poles, which the

exponentially suppressed single pole version approximates, via the Stirling formula.
3

Our prescription is apparently also equivalent to adopting a time dependent diffusion coefficient, D(t) = (1�1/t2).
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	We	can	see	that	this	theory	is	indisVnguishable	from	just	imposing	a	cut-off	on	proper	Vme:
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This	is	the	only	case	which	gives	an	enVre	funcVon	mulVplying	the	usual	propagator.	It	turns	
out	to	be	the	infinite	derivaVve	model	of	Siegel	et	al,	derived	from	string	field-theory.

1

Siegel;	Biswas,	Mazumdar,	Siegel;	
Buoninfante,	Mazumdar,	…	
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small ⌧2 the exponent goes like 1/⌧2 (since this region can always be mapped back to large ⌧2 by a

⌧2 ! 1/⌧2 Möbius transformation). In the particle context, one is tempted to mimic this behaviour

by modifying the propagator so that it is written as an integral over the single real parameter t as

follows:

�(p2) =

Z 1

0
dt e�T (t)(p2+m2) , (2)

where the proper time is some function of t that is symmetric under the only relevant remnant of

the Möbius transformations 1:

T (t) = T (t�1) ,

T (t)
⌧!1�! t . (3)

Let us consider the simplest option,

T = t+ t�1 , (4)

where we henceforth set the fundamental scale to one. Performing the integral we find the propa-

gator to be

�(p2) = 2K1(2(p
2 +m2)) , (5)

where K1 is the modified Bessel function of the second kind. It has the following asymptotic

behaviour:

�(p2) �!
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>:
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p2+m2 ; p2 ⌧ 1 ,
p
⇡e�2(p2+m2)p

p2+m2
; p2 � 1 .

(6)

As well as exhibiting the desirable exponential suppression at momenta above the fundamental

scale, �(p2) has the interesting property that it possesses only the single physical pole near the

origin, because zK1(z) is an entire function, so a theory with such a propagator must be ghost-free.

The modification in (2) can thus be thought of as a means of generating the infinite-derivative,

ghost-free and finite field theories of refs.[21–24].
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Note that as we integrate over the whole of ⌧ we do not need to make the measure invariant.
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NB:	this	is	not	target-space	duality	which	would	be	invariance	under T ! 1/T



2

momenta above the fundamental scale, �(p2) has the in-
teresting property that it possesses only the single phys-
ical pole near the origin of z = p2 +m2. Indeed K1(z) is
holomorphic in the right-half complex plane. Otherwise
it has only a branch-cut for the higher derivative terms
along the negative real axis emanating from the physi-
cal pole at z = 0, so a theory with such a propagator
can be considered to be ghost-free. The modification in
(1) can thus be thought of as a means of generating an
infinite-derivative, ghost-free and finite field theory sim-
ilar to (but more general than) those in refs.[2, 13–15].
(By ghost-free here we mean that there are no additional
poles with negative norm, but as in those theories there
are actually no additional poles at all.)

However there are an infinite number of ghost-free the-
ories that can be obtained this way2. It is also easy to
see that eq.(4) (plus a constant) is the unique choice that
is t ! 1/t symmetric3.

Conversely, the propagators generated by our pro-
cedure can be seen as coming from general infinite-
derivative actions of the form

S =

Z
ddx ��(�⇤)�1� . (7)

For example, in the t ! 1/t symmetric case the Eu-
clidean propagator can be rewritten as �(p2) = F (p2 +
m2) 1

p2+m2 where the form-factor is

F (z) = 2zK1(2z) . (8)

The crucial distinction between our procedure and that
of [2, 13–15] is therefore that it generates ghost-free the-
ories in which the function F (z) is related to a simple
worldline prescription but need not be entire: like the
example above it may just be holomorphic in the right-
half plane, with possible branch-cuts in the left-half plane
at higher order in z. Like the theories of [2, 13–15], the
form-factor tends to one at small momenta, and decays
exponentially at large momenta, and like those theories
we expect these more general ones to be both non-local
and acausal (which we revisit below), but only on scales
shorter than the fundamental scale.

What is the meaning of the proper-time redefinition?
It is of course always possible to make a substitution
to bring the propagator back to its original form as an
integral over T , whereupon we find an interpretation in

2 We should add that in effect the full string propagator does con-
tain an infinite number of physical poles [18], which the expo-
nentially suppressed single pole version approximates, via the
Stirling formula.

3 In the symmetric case both zT (z) and zT (z�1) are entire. Hence,
zT (z) can be represented as a power series, whose highest power
is z2 due to the large z limit in (3a). Likewise, considering the
lowest power of zT (z�1) in the small z limit, its lowest power is
z0.

terms of minimum proper-time:

�(p2) =

Z 1

T0

dT
⇣

1
T 0
+
� 1

T 0
�

⌘
e�T (p2+m2) ,

=

Z 1

2
dT Tp

T 2�4
e�T (p2+m2) , (9)

where in the first line we add the two branches T± cor-
responding to t 2 (0, 1) and t 2 (1,1) respectively (with
T 0
± ⌘ dT±/dt), and where the second line is specific to

the example of (4). In other words, our prescription is
equivalent to introducing a weighting on any sum over
histories which tends to one at large T , and diverges at
some (cut-off) proper-time, but slowly enough so as to
leave a finite path integral (as an inverse square-root in
this case).

To support this interpretation, we can take the Fourier
transform to obtain the propagator in target-space:

�(x, y) =

Z
ddp

(2⇡)d
e�ip(x�y)

Z 1

0
dt e�T (t)(p2+m2)

=

Z 1

0
dt

1

(4⇡T )d/2
e
�


(x�y)2

4T +Tm2

�

. (10)

Considering m = 0 for example, the Euclidean picture
is of an integral over solutions to the diffusion equation
in d = 4 dimensions. Broadly speaking, in a path inte-
gral the initial data in coordinate-space is sampled with
Gaussians that diffuse outwards with the proper-time of
the path. However a minimal value for T means that the
�-function at T = 0 is no longer available, so the sam-
pling is always smeared by at least the fundamental scale:
as in string-theory, physics has now acquired a minimum
length4.

Finally, we would like to consider perturbation the-
ory in the worldline formalism, and for this we need to
interpret T (t) in the context of a worldline theory. Fol-
lowing the standard treatment of the point particle (see
for example [18]) we wish to rewrite the propagator in
a manifestly reparameterization invariant way by intro-
ducing a worldline parameter ⌧ with an einbein e(⌧): in
ordinary field theory one has

�(x, y) =

Z x(1)=y

x(0)=x

DxµDe

Vol(Gauge)
e
�

R 1
0 d⌧

h
ẋ2

2e + em2

2

i

, (11)

where the einbein functional measure is usually defined
from the norm and functional measure in its own tangent

4 Our prescription is also equivalent to adopting a (proper) time
dependent diffusion coefficient, D(t) = (1 � 1/t2). It may be
interesting to speculate on the fact that such time-dependent
coefficients can be realised in colloidal and random-walk systems.
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InterpretaVon	1:	subsVtute	for	T(t)	in	path	integral	—	path	integrals	are	weighted	with	a	
funcVon	that	has	a	lower	limit.	(The	Siegel	model	has	a	Heaviside-funcVon	weighVng:	we	
are	simply	generalising	this	kind	of	theory):



InterpretaVon	2:	Fourier	Transforming	to	target	space,	we	see	the	Bessel	funcVon	has	
introduced	a	minimal	length:

3

Indeed, dropping the symmetry requirement in (6), it is straightforward to prove that:

Any T (t) for which tT (t�1) is entire generates a ghost-free infinite-derivative theory.

The trivial example of such a function is T (t) = t + 1 which gives the commonly adopted expo-

nentially suppressed propagator, �(p2) = e�(p2+m2)/(p2 +m2). But there are an infinite number

of ghost-free theories that can be generated this way2 . It is also easy to see that (4) is the only

t ! 1/t symmetric possibility. We will henceforth focus on this case.

Of course it is always possible to make a change of coordinates to bring the propagator back to

its original form as an integral over T , whereupon we find an interpretation as minimum proper

time:
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with the second line being specific to the example of (4), where we choose the positive branch in

order to satisfy (3). In other words, our prescription is equivalent to introducing a weighting on

sums over histories which diverges as an inverse square-root at some (cut-off) value of T , and that

tends to one at large T .

To consolidate this picture, it is interesting to take the Fourier transform to obtain the propagator

in target-space:
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. (8)

As usual for m = 0 we find an integral over Gaussian solutions to the diffusion equation in d = 4

Euclidean dimensions. However the fact that T has a minimal value means that, as in string theory,

physics has now acquired a minimum length3.

2
We should add that of course the full string propagator does have an infinite number of physical poles, which the

exponentially suppressed single pole version approximates, via the Stirling formula.
3

Our prescription is apparently also equivalent to adopting a time dependent diffusion coefficient, D(t) = (1�1/t2).
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SoluVons	to	diffusion	equaVon	with	(in	our	2nd	example)
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	The	iniVal	data	is	sampled	with	Gaussians	that	spread	with	proper-Vme.	But	now	the	T=0	
“delta-funcVon”	is	never	reached	—	minimal	smearing	gives	minimal	length.



Perturba*on	theory	

Much	of	this	follows	standard	WL	
techniques,	with	the	difference	coming	only	
at	the	end	(with	the	weigh*ng	of	paths)



e.g.	scalar	QED:	write	as	a	world-line	theory,	with	Wilson	line	for	photon	emission	

expand	photon	as	plane	waves:																																																							

Generic	trees:	wri^en	like	the	string	version	(or	rather	vice-versa)	

4

II. AMPLITUDES AT TREE-LEVEL

Evidently from the discussion of the previous section, the simplest case of an exponentially-

suppressed propagator is indistinguishable from just putting a lower cut-off on the proper time at

T = 1. But as we shall now see, the great advantage of the world-line prescription is that if T (t)

has a minimum, as in the simple example of (4), then many loop amplitudes become simple to

evaluate, because they are dominated by a saddle point.

Let us begin by considering trees. The fact that the procedure can be understood as a weighting

on the world-line integral, means that many results and techniques can be adopted wholesale (from

e.g. [19]), with the modification arising only at the end of the calculation.

Consider tree-level amplitudes in scalar QED. These can be obtained by covariantizing the

momenta, and using a path integral representation of the scalar propagator, in which the gauge

field Aµ appears as a Wilson line. In position space this gives

�(x, y) =

Z 1

0
dte�Tm2

Z x(T )=y

x(0)=x
Dxe�S[x,Aµ] ,

S[x,Aµ] =

Z T

0
d⌧

ẋ2

4
+ iq ẋ ·A(x) , (9)

where q is the charge of the scalar. From there one expands the gauge field as a sum of plane waves,

Aµ(x(⌧)) =
nX

i=1

"i,µe
iki·x ,

and extracts terms linear in all the polarization vectors. Passing back to momentum space one

finds:

A(n) = qn�4(p1 + p2 +
P

iki)

Z 1

0
dt e�T (p21+m2)

⇥
Z T

0
d⌧1 . . . d⌧n e

(p1�p2)·
P

i(�⌧iki�i"i)e(ki·kjGij�2i"i·kjĠij+"i·"jG̈ij) , (10)

where Gij =
1
2 |⌧i�⌧j | is the Green’s function on the line, p1 and p2 are the momenta of the incoming

and outgoing scalars, and one is instructed to extract the term in "1 . . . "n.
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showing the expected exponential suppression.
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d⌧" · ẋ eip·x , (14)

for scalar and photon emission respectively. In order to correctly implement the world-line proce-

dure, by manipulating the ⌧ integrals the amplitude can be brought to a form that is democratic

for the propagators. The result for the scalars (dropping the V 00 coupling) can be written

A(n)
1` ({pi}) = �d(

X
pi)

Z Qn
i=1 dti

(
P

4⇡Ti)d/2
e
�

P
i(q

2
i +m2)Ti+

P
ij qi·qjTiTjP

Ti + perms. (15)

5

The n = 1 case for example gives

A(1) = � iq �4(p1 + p2 + k) " · (p1 � p2)

Z 1

0
dt e�T (p21+m2)

Z T

0
d⌧ e�⌧(p1�p2)·k,

= iq �4(p1 + p2 + k) " · (p1 � p2)
�12

p21 � p22
, (11)

where �12 = �(p21) ��(p22). As anticipated, up to this point we have not needed to consider the

details of the world-line prescription, however we can now insert the limits in (6) to find (note that

the external propagators have not yet been truncated)

�12

p21 � p22
!

8
>><

>>:

�1
(p21+m2)(p22+m2)

; p2 ⌧ 1,
p
⇡

p21�p22

✓
e�2(p21+m2)p

p21+m2
� e�2(p22+m2)p

p22+m2

◆
; p2 � 1,

(12)

showing the expected exponential suppression.

III. ONE-LOOP AMPLITUDES

In order to pass to one-loop amplitudes, we need to be careful in adapting the general results

outlined in [19], because the expressions cannot now be resummed into a single logarithmic “effective

potential”. The n-point amplitude can be presented in a generically stringy form:

A(n)
1` ({pi}) =

Z
dt e�m2T (t)

Z
Dx V [p1]...V [pn] e�S[x,0] , (13)

where the action is as in (9), we omit symmetry factors, the path integral is over paths with

x(0) = x(T ), and the V ’s are vertex operators: these take the form

V�[p] = V 00
Z T

0
d⌧eip·x ; VA[p] =

Z T

0
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Note	at	large	momentum	we	can	no	longer	truncate	the	propagators	from	the	vertex:
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InterpretaVon	3:	VerVces	are	smeared	on	a	scale	of	order	1

p2 � 1 ⌘ M2
sp2 ⌧ 1

A gauge invariant lagrangian for scalar electrodynamics is:

The Noether current is given by:

depends explicitly on the gauge field
 multiplied by e = electromagnetic current

New vertices:
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external lines:

incoming selectron

outgoing selectron

vertex and the rest of the diagram

incoming spositron

outgoing spositron

Additional Feynman rules:
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vertices:

incoming selectron outgoing selectron
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Let’s use our rules to calculate the amplitude for                     :

and we use                             to calculate the amplitude-squared, ... 
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Generic	one-loop	diagrams:	again	like	the	string	version	

	Can	always	rearrange	it	so	propagators	are	treated	democraVcally:	e.g.	2	point		
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where the qi are partial momentum sums:

qi =
iX

j=1

pj . (16)

Notice that due to momentum conservation qn = 0.

It is interesting to determine the basic one-loop effective potential from A(n)
1` ({0}). To evaluate

the quadratic term (a.k.a. the Higgs mass correction) we note that the integral for A(1)
1` is finite

with no IR (i.e large T ) divergences even if the state is massless. Reinstating Ms, setting d = 4

and including a symmetry factor of 1/2, as m ! 0 the integral can be done explicitly:

V1(0) =
1

128⇡
M2

s V
00 . (17)

For the 2-pt function we must evaluate

V (2)(m2) =
(V 00)2

64⇡2

Z
dt1 dt2

(T1 + T2)2
e�m2(T1+T2) . (18)

Again if m is large one can use the saddle approximation which we will revisit later. However the

interesting part is the fact that as m ! 0 the integral acquires a logarithmic IR divergence (just as

in usual field theory).

we use

@2A(n)
1`

@(m2)2
=

(V 00)2

64⇡2
�(0)n , (19)

and integrate.

IV. THRESHOLD CORRECTIONS

A(2)
1�loop({pi}) = (pµp⌫ � gµ⌫p2)

1

(4⇡)d/2

Z
dt1 dt2

(T1 + T2)d/2
⇥ e

�m2(T1+T2)+s
T1T2
T1+T2 (20)

Dominated	by	the	saddle	at	t=1:	but	this	is	not	surprising,	because	we	built	it	in.	All	UV	
sensiVve	amplitudes	are	dominated	by	saddles.
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Can	do	threshold	correcVons:	note	they	are	proporVonal	to	the	gauge	beta	funcVon,	so	we	
can	have	unificaVon	with																																(admi^edly	without	knowing	why																									)		
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around � = 0:

V(1)
e↵ 3 1

128⇡
M2

s �|�|2 . (26)

Note however that m2
e↵ grows as �2, and at field values

of � & Ms a saddle-point approximation around t = 1
yields an exponentially suppressed potential of the form

V(1)
e↵ �! �|�|2M2

s

16⇡
3
2 (2 + 4�|�|2)

e�2|�|2/M2
s . (27)

For the quartic coupling we have

V(2)
e↵ = � �2|�|4

64⇡2

Z
dt1 dt2

(T1 + T2)2
e�m2

eff (T1+T2) . (28)

Again if me↵ is large one can use the saddle approxi-
mation which we will revisit later. However the inter-
esting part is the fact that the integral also has a loga-
rithmic term away from the saddle corresponding to the
Coleman-Weinberg potential. To evaluate it, the repa-
rameterized form of the integral in (9) is useful. The
integral gets contributions up to T1 + T2 ⇠ 1/m2

e↵ , so
in the limit that m2

e↵ ⌧ 1, it becomes independent of
the change in the measure in (9) because it is one over
most of the region of integration. The effective quartic
interaction is then accurately approximated by

V(2)
e↵ ⇡ �2|�|4

64⇡2
log

✓
4e �E+1�

p
⇡
2

�|�|2

M2
s

◆
. (29)

Threshold corrections: As in any UV completion, one can
“integrate out” and match the full theory on to an effec-
tive field theory (EFT) with threshold corrections. In this
case they encapsulate the difference between the standard
integration over proper-time and the weighted one. The
two-vertex calculation above can be adapted directly, as
the relevant diagram is the vacuum polarisation diagram
with scalars in the loop. We follow the procedure in [12]
to extract the tensor pre-factor. In addition we can tem-
porarily suspend momentum conservation, to express the
result in terms of s = (p1 + p2)2:

A(2)
1` ({pi}) = (pµp⌫ � gµ⌫p2)

bs
(4⇡)d/2

Z
dt1 dt2

(T1 + T2)d/2
⇥ e�m2(T1+T2)�s

T1T2
T1+T2 ,

(30)

where bs = 1
3 ⇥#scalars is the contribution to the beta

function coefficient. Similar contributions would be in-
cluded from gauge and fermion loops in a complete the-
ory. Note that by an integration by parts the tensor
factors have been pulled out of the integral before the
integrations over proper-times. We can now consider the
threshold contribution by subtracting the IR logarithmic
pieces with the Euclidean “Mandelstam variable” s play-
ing the role of RG scale. That is a gauge threshold ⇥ can

be defined by matching at the scale Ms:

16⇡2

g2EFT (s)
� 16⇡2

g2EFT (Ms)
= � bs log

✓
s

M2
s

◆

=
16⇡2

g2(s)
� 16⇡2

g2tree
+⇥ . (31)

Using the exact same approximation as for the effective
potential, we can identify

⇥ = bs log
⇣
4e �E+1�

p
⇡
2

⌘
. (32)

III. REMARKS ON THE PICTURE IN
MINKOWSKI SPACE

An obstacle now arises, because in order to Wick rotate
between the two, the contours at infinity, A = C, should
go to zero, but they do not. Instead they begin to diverge
once the Wick rotation angle goes beyond ⇡/4, due to
the exponential form-factor, which goes as e�2(p2+m2) at
large radius. Therefore it does not seem to be possible to
define a Feynman �F that is related by a simple Wick
rotation to the Euclidean �. The typical proposal for
dealing with this issue in infinite derivative field theories
is to proceed with the calculation in Euclidean formalism,
and then to pass to Minkowski space only at the end of
the calculation once the amplitude has been determined
(see for example [15] and [22] for further discussion on
this point).

The present worldline prescription makes the situation
a little clearer. The entire calculation can be formulated
using the worldline theory, with the attendant worldline
Green’s function, and the vertex operators, and without
reference to integration over internal momenta. The only
momenta appearing in the calculation are in the physical
Mandelstam variables of the external states, and there-
fore the UV finiteness of the theory does not rely on
the exponential suppression of propagators. Indeed if we
consider the theory with worldline inversion symmetry
for example, the UV region of any integral at t ! 0 is
equivalent to the IR region at t ! 1, so there can only
be IR divergences in the amplitudes. As in the vacuum
polarisation calculation of (30), a consistent procedure
is to then compute the amplitude in a Euclidean region
of phase space (where s > 0), and analytically continue
to time-like regions. This for example will pick up the
imaginary contributions in the amplitudes that one ex-
pects from the optical theorem, when states in the loop
can go on-shell. Of course the integration over Schwinger
proper-time in such regions would diverge, but we can be
confident that these divergences are just logarithmic IR
ones.

Thus the behaviour when |s| ⌧ 1 is well understood
for either sign of s, as being that of a consistent effective
field theory with a finite UV completion. However this
does not address the behaviour of the amplitudes when
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go to zero, but they do not. Instead they begin to diverge
once the Wick rotation angle goes beyond ⇡/4, due to
the exponential form-factor, which goes as e�2(p2+m2) at
large radius. Therefore it does not seem to be possible to
define a Feynman �F that is related by a simple Wick
rotation to the Euclidean �. The typical proposal for
dealing with this issue in infinite derivative field theories
is to proceed with the calculation in Euclidean formalism,
and then to pass to Minkowski space only at the end of
the calculation once the amplitude has been determined
(see for example [15] and [22] for further discussion on
this point).

The present worldline prescription makes the situation
a little clearer. The entire calculation can be formulated
using the worldline theory, with the attendant worldline
Green’s function, and the vertex operators, and without
reference to integration over internal momenta. The only
momenta appearing in the calculation are in the physical
Mandelstam variables of the external states, and there-
fore the UV finiteness of the theory does not rely on
the exponential suppression of propagators. Indeed if we
consider the theory with worldline inversion symmetry
for example, the UV region of any integral at t ! 0 is
equivalent to the IR region at t ! 1, so there can only
be IR divergences in the amplitudes. As in the vacuum
polarisation calculation of (30), a consistent procedure
is to then compute the amplitude in a Euclidean region
of phase space (where s > 0), and analytically continue
to time-like regions. This for example will pick up the
imaginary contributions in the amplitudes that one ex-
pects from the optical theorem, when states in the loop
can go on-shell. Of course the integration over Schwinger
proper-time in such regions would diverge, but we can be
confident that these divergences are just logarithmic IR
ones.

Thus the behaviour when |s| ⌧ 1 is well understood
for either sign of s, as being that of a consistent effective
field theory with a finite UV completion. However this
does not address the behaviour of the amplitudes when

5

around � = 0:

V(1)
e↵ 3 1

128⇡
M2

s �|�|2 . (26)

Note however that m2
e↵ grows as �2, and at field values

of � & Ms a saddle-point approximation around t = 1
yields an exponentially suppressed potential of the form

V(1)
e↵ �! �|�|2M2

s

16⇡
3
2 (2 + 4�|�|2)

e�2|�|2/M2
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For the quartic coupling we have

V(2)
e↵ = � �2|�|4

64⇡2

Z
dt1 dt2

(T1 + T2)2
e�m2

eff (T1+T2) . (28)

Again if me↵ is large one can use the saddle approxi-
mation which we will revisit later. However the inter-
esting part is the fact that the integral also has a loga-
rithmic term away from the saddle corresponding to the
Coleman-Weinberg potential. To evaluate it, the repa-
rameterized form of the integral in (9) is useful. The
integral gets contributions up to T1 + T2 ⇠ 1/m2

e↵ , so
in the limit that m2

e↵ ⌧ 1, it becomes independent of
the change in the measure in (9) because it is one over
most of the region of integration. The effective quartic
interaction is then accurately approximated by
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Threshold corrections: As in any UV completion, one can
“integrate out” and match the full theory on to an effec-
tive field theory (EFT) with threshold corrections. In this
case they encapsulate the difference between the standard
integration over proper-time and the weighted one. The
two-vertex calculation above can be adapted directly, as
the relevant diagram is the vacuum polarisation diagram
with scalars in the loop. We follow the procedure in [12]
to extract the tensor pre-factor. In addition we can tem-
porarily suspend momentum conservation, to express the
result in terms of s = (p1 + p2)2:

A(2)
1` ({pi}) = (pµp⌫ � gµ⌫p2)
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(4⇡)d/2

Z
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(T1 + T2)d/2
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T1T2
T1+T2 ,

(30)

where bs = 1
3 ⇥#scalars is the contribution to the beta

function coefficient. Similar contributions would be in-
cluded from gauge and fermion loops in a complete the-
ory. Note that by an integration by parts the tensor
factors have been pulled out of the integral before the
integrations over proper-times. We can now consider the
threshold contribution by subtracting the IR logarithmic
pieces with the Euclidean “Mandelstam variable” s play-
ing the role of RG scale. That is a gauge threshold ⇥ can

be defined by matching at the scale Ms:
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Using the exact same approximation as for the effective
potential, we can identify
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III. REMARKS ON THE PICTURE IN
MINKOWSKI SPACE

An obstacle now arises, because in order to Wick rotate
between the two, the contours at infinity, A = C, should
go to zero, but they do not. Instead they begin to diverge
once the Wick rotation angle goes beyond ⇡/4, due to
the exponential form-factor, which goes as e�2(p2+m2) at
large radius. Therefore it does not seem to be possible to
define a Feynman �F that is related by a simple Wick
rotation to the Euclidean �. The typical proposal for
dealing with this issue in infinite derivative field theories
is to proceed with the calculation in Euclidean formalism,
and then to pass to Minkowski space only at the end of
the calculation once the amplitude has been determined
(see for example [15] and [22] for further discussion on
this point).

The present worldline prescription makes the situation
a little clearer. The entire calculation can be formulated
using the worldline theory, with the attendant worldline
Green’s function, and the vertex operators, and without
reference to integration over internal momenta. The only
momenta appearing in the calculation are in the physical
Mandelstam variables of the external states, and there-
fore the UV finiteness of the theory does not rely on
the exponential suppression of propagators. Indeed if we
consider the theory with worldline inversion symmetry
for example, the UV region of any integral at t ! 0 is
equivalent to the IR region at t ! 1, so there can only
be IR divergences in the amplitudes. As in the vacuum
polarisation calculation of (30), a consistent procedure
is to then compute the amplitude in a Euclidean region
of phase space (where s > 0), and analytically continue
to time-like regions. This for example will pick up the
imaginary contributions in the amplitudes that one ex-
pects from the optical theorem, when states in the loop
can go on-shell. Of course the integration over Schwinger
proper-time in such regions would diverge, but we can be
confident that these divergences are just logarithmic IR
ones.

Thus the behaviour when |s| ⌧ 1 is well understood
for either sign of s, as being that of a consistent effective
field theory with a finite UV completion. However this
does not address the behaviour of the amplitudes when
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N-loop	2	point	Sunset	diagram	—	(feel	the	power!)
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Fig. 1. (a) A sunset diagram with three different masses m1, m2 and m3. (b) General topology of the class of
water melon diagrams. (c) One half of a cut n = 6 water melon diagram in the Standard Model representing
the spectral function for the process q → qℓν̄ℓgZH. (d) An example of a water melon diagram with multiple
gluon radiation from internal lines.

subsets of diagrams in different regimes of their masses and their external momenta
is now an active field of research and often requires extensive use of direct numerical
methods [5].
Among the many two-loop topologies the two-loop sunset diagrams with different

values of internal masses as shown in Fig. 1a have been recently studied in some detail
(see, e.g., Refs. [6111] and references therein). In the present note we describe an
efficient method for computing and investigating a class of diagrams that generalizes
the sunset topology to any number of internal lines (massive propagators) in arbitrary
number of space-time dimensions. We call the class of diagrams with this topology
water melon diagrams. Fig. 1b shows a diagram with water melon topology. In our
opinion, the method presented in the paper completely solves the problem of computing
this class of diagrams. The method is simple and reduces the multiloop calculation of
a water melon diagram to a one-dimensional integral which includes only well known
special functions in the integrand for any values of internal masses. The technique is
universal and requires only minor technical modifications for additional tensor structure
of vertices or internal lines (propagators), i.e. tensor particles or/and fermions can be
added at no extra cost. The method can also handle form factor type processes at small
momentum transfer 1 the inclusion of lines of incoming/outgoing particles with vanish-
ing momenta and derivatives thereof with respect to their momenta is straightforward
and is done within the same calculational framework. Our final one-dimensional inte-
gral representation for water melon diagrams is well suited for any kind of asymptotic
estimates in masses and/or momentum. The principal aim of our paper is to work out
a practical tool for computing water melon diagrams. In the Euclidean domain the nu-
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As an illustrative example, taking the hard momentum limit previously defined in the case n1 =

n2 = n/2, we have
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This shows a suppression that becomes enhanced with loop order.
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FIG. 3: `-loop sunset diagram.

`-loops, 2-points – the sunset diagram: As a specific example of a multiloop-diagram, consider the
sunset diagram with ` + 1 internal propagators, corresponding to an ` loop diagram. Again we
will assume a trivial vertex operator for the ` + 1 vertexes. In order to write the amplitude we
define the object W j

L, which is the sum of all words of length L that can be made with the symbols
{T1, . . . , Tj}: so for example

W 5
4 = T1T2T3T4 + T1T2T3T5 + T1T2T5T4 + T1T5T3T4 + T5T2T3T4 . (52)

After a significant manipulation, the amplitude can be written
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Taking the saddle-point approximation with Ti ! ti +
1
ti
, ti = 1 + ✏i, The action of the saddle is

remarkably simple:
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will assume a trivial vertex operator for the ` + 1 vertexes. In order to write the amplitude we
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Taking the saddle-point approximation with Ti ! ti +
1
ti
, ti = 1 + ✏i, The action of the saddle is

remarkably simple:
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• The	finiteness	of	string	amplitudes	can	be	understood	from	the	lowest	correcVons	
to	the	World-Line	Green’s	funcVon	of	the	effecVve	parVcle	theory	

• Inspired	by	this	we	propose	a	new	class	of	UV-complete	world-line	theories		

• They	correspond	to	infinite	derivaVve	field	theories,	but	have	nicer	properVes	—	
e.g.	amplitudes	dominated	by	saddle	points	

• In	parVcular	with	this	formalism	no	need	to	worry	about	Wick	rotaVon	—	calculate	
amplitudes	in	world-line	formalism	just	like	you	would	in	strings.	All	divergences	are	
IR	ones.	

• 	Some	interesVng	features:	e.g.	universal	gauge	thresholds	—	mirror	unificaVon?	

• Many	open	quesVons:	Gravity?	Macrocausality?	Unitarity	at	level	of	S-matrix?		
Microscopic	understanding.

Conclusions


