


Corfu Summer Institute 2017
9 September 2017

Ryoutaro Watanabe   (U. Montréal)
 

with  David London (U. Montréal),
         James Cline, Jonathan Cornell (McGill U.)

1702.00395 / Phys.Rev.D95, 095015

Hidden sector explanation
of

B-decay & cosmic-ray anomalies



[[WWhhaatt  II  wwiillll  eexxppllaaiinn  ttooddaayy]]

can simultaneously explainZ0

1. B anomaly
 

     SM/data deviations in

2. Cosmic ray anomaly
 

     AMS anti-proton excess 
     interpreted as Dark Matter annihilation

b ! sµ+µ�



[[CCoonntteenntt]]

anomaly : b ! sµ+µ�

constraint :

¯Bs–Bs mixing

⌫N ! ⌫Nµ+µ�

anomaly : antiproton excess

consistency : relic density

prospect : direct detections

constraint/prospect : pp ! µ+µ�

correlations

LHC bound 

B physics DM issue



[[BB  aannoommaallyy]]

Deviations from SM in b ! sµ+µ�

Obs. 1 RK = �(B̄ ! Kµ+µ�)
.
�(B̄ ! Ke+e�)

Obs. 2       Angular analyses of B̄ ! K⇤`+`�

Obs. 3       Angular analyses of B̄s ! � `+`�

SM : 1 ± O(0.01)

LHCb : 0.745+0.090
�0.074 ± 0.036

⇠ 2.6� 1406.6482 (LHCb)

⇠ 4.0�

1308.1707    (LHCb)
1512.04442 (LHCb)
1604.04042 (Belle)
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Figure 6: The CP -averaged observables in bins of q2, determined from a maximum likelihood fit
to the data. The shaded boxes show the SM predictions based on the prescription of Ref. [19].

22

～100 observables.

Including all,

⇠ 3.5�
1305.2168    (LHCb)
1506.08777 (LHCb)



[[BB  aannoommaallyy  ::  aa  ssoolluuttiioonn]]

The deviations can be explained by

New Physics in                       with the form ofb ! sµ+µ�

HNP
e↵ = �

↵GFp
2⇡

VtbV
⇤
ts

⇥
s̄�µPLb

⇤⇥
µ̄�µ(CV + CA�5)µ

⇤

Global fit to data suggests existence of NP
[1510.04239]

Point 1 :  with V - A current
 
Point 2 :  only in muon sector
 
Point 3 :  comparable with SM (CSM

V ' �CSM
A ' 0.94)

CV = �CA ⇠ �0.65 (best fit)



[[BB  aannoommaallyy  ::  aa  mmooddeell]]

The simplest thought  =          with left-handed currentZ0

LZ0 = gbs (s̄�
µPLb)Z

0
µ + gµµ (µ̄�µPLµ)Z

0
µ



[[BB  aannoommaallyy  ::  aa  mmooddeell]]

To implement this interaction in a realistic model

・      should be a new gauge boson (will get mass after symmetry broken)Z0

・Interactions should respect the SM gauge invariance

This work = U(1)’ gauge    

The simplest thought  =          with left-handed currentZ0

LZ0 = gbs (s̄�
µPLb)Z

0
µ + gµµ (µ̄�µPLµ)Z

0
µ



[[BB  aannoommaallyy  ::                    mmooddeell]]U(1)0

qL =

✓
uL

dL

◆
, `L =

✓
⌫L

eL

◆
are charged under U(1)0

This work = U(1)’ gauge    (coupling = g’,  charge = Q)

LU(1)0 = g0Qq (q̄L�
µqL)Z

0
µ + g0Q` (¯̀L�

µ`L)Z
0
µ



[[BB  aannoommaallyy  ::                    mmooddeell]]U(1)0

qL =

✓
uL

dL

◆
, `L =

✓
⌫L

eL

◆
are charged under U(1)0

This work = U(1)’ gauge    (coupling = g’,  charge = Q)

LU(1)0 = g0Qq (q̄L�
µqL)Z

0
µ + g0Q` (¯̀L�

µ`L)Z
0
µ

Structure of the couplings

・3rd gene. quarks (tt, bb) and 2nd gene. leptons (µµ, νν) are charged 

・b-s-Z’ coupling is generated by a mixing of the quark field



The minimum form to address the issues : 

[[BB  aannoommaallyy  ::                    mmooddeell]]U(1)0

・In the gauge basis

q3
L =

✓
tL
bL

◆
, `2L =

✓
⌫µL

µL

◆
, (gf = g0Qf)

LU(1)0 = gq (q̄
3
L�

µq3
L)Z

0
µ + g` (¯̀

2
L�

µ`2L)Z
0
µ



The minimum form to address the issues : 

・For the other fermion fields,  gauge eigenstates = mass eigenstates

・b-s coupling is obtained from a mixing in the mass eigen basis

D ⌘

0

@
1 0 0

0 cos ✓D sin ✓D
0 � sin ✓D cos ✓D

1

A

0

@
dL

sL
bL

1

A

gauge

= D

0

@
dL

sL
bL

1

A

mass

,

[[BB  aannoommaallyy  ::                    mmooddeell]]U(1)0

・In the gauge basis

q3
L =

✓
tL
bL

◆
, `2L =

✓
⌫µL

µL

◆
, (gf = g0Qf)

LU(1)0 = gq (q̄
3
L�

µq3
L)Z

0
µ + g` (¯̀

2
L�

µ`2L)Z
0
µ



[[                  mmooddeell  ::  pprroocceesssseess]]

Allowed parameter space :

・relevant flavor constraints

・parameters

gq , g` , ✓D , and mass (mZ0)

U(1)0

B ! K(⇤)⌫⌫̄

Bs-
¯Bs mixing N⌫ ! N⌫µ+µ�

B ! K(⇤)µ+µ�

b s

⌫

µ ⌫

N

Z0

µ

µ

b s

⌫

b

s

b

s

Z0

Z0
Z0

⌫

µ
N

�

Branching ratio
(upper limit)

Br, angles,
distributions, etc.　
～100 observables

Mass difference 
of Bs

Cross section

[1510.04239]

[PDG 2016]

[1409.4557]

[1609.04026]



[[                  mmooddeell  ::  pprroocceesssseess]]

Allowed parameter space :

・relevant flavor constraints

Process Observable Constraint on

b ! sµ+µ� global fit (⇠ 100 observables) gqg` sin ✓D cos ✓Dm�2
Z0

b ! s⌫⌫̄ branching ratio (upper limit) gqg` sin ✓D cos ✓Dm�2
Z0

B̄0
s -B

0
s mixing mass di↵erence (�Ms) g2

q sin ✓D cos ✓Dm�2
Z0

⌫N ! ⌫Nµ+µ� production cross section g2
`m

�2
Z0

・parameters

gq , g` , ✓D , and mass (mZ0)

・we define ratio of the couplings:  “hierarchy of the couplings”

nq ⌘
gq

g`
(ex) nq > 1 ) gq > g`

U(1)0



・Region in                    explains

　the                         anomalyb ! sµ+µ�

B
s
-

m

i

x

i

n

g

nq= 1
nq= 2
nq= 5

b!
s ` +

` �

b!
s ⌫⌫̄

Neutrino trident

production (95%C.L.)

・A small mixing in limited range

　is only allowed

Space on                           for several choices of 
⇣
gq g` m

�2
Z0 , ✓D

⌘
nq ⌘

gq

g`

[[                  mmooddeell  ::  ccoonnssttrraaiinnttss]]U(1)0



・Region in                    explains

　the                         anomalyb ! sµ+µ�

B
s
-

m

i

x

i

n

g

nq= 1
nq= 2
nq= 5

b!
s ` +

` �

b!
s ⌫⌫̄

Neutrino trident

production (95%C.L.)

・Region in           satisfies 

　all the flavor constraints?
・The reference point (    ) ?

✓D = 0.005

gqg`/m
2
Z0 = 0.12/TeV2

・A small mixing in limited range

　is only allowed

Space on                           for several choices of 
⇣
gq g` m

�2
Z0 , ✓D

⌘
nq ⌘

gq

g`

[[                  mmooddeell  ::  ccoonnssttrraaiinnttss]]U(1)0



[[                  mmooddeell  ::  ssuummmmaarryy]]U(1)0

・introduction of Dark Matter to our model

・DM solution to Cosmic Ray anomaly

Next point

・Correlation between B and CR anomalies

Reference point 

(Just keep this in mind)

gq ⌘ n` g` ' 0.35
p
n`

✓
mZ0

1TeV

◆
?



Z’ as a mediator of Dark Matter : 

So, what can we play with this?

・DM annihilation channel

h�vi =
g2
�(3g

2
q + 2g2

` )

2⇡

 
m2

�

m4
Z0

!

µ+

µ�
Z0

�̄

� b

b̄

⌫µ

⌫̄µ

[[                  mmooddeell  ::  ddaarrkk  mmaatttteerr]]U(1)0

・We can easily introduce (Dirac) DM into our model

LU(1)0 = gq (q̄
3
L�

µq3
L)Z

0
µ + g` (¯̀

2
L�

µ`2L)Z
0
µ

+ g� (�̄�µ�)Z0
µ



[[CCRR  aannoommaallyy]]

AMS-02 antiproton observation
・ Precise measurement of antiproton flux in cosmic rays at ISS

the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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[[CCRR  aannoommaallyy  ::  DDMM  iinntteerrpprreettaattiioonn]]

AMS-02 antiproton observation
・ Recent studies for re-fit to AMS data taking DM into account suggest

Phys.Rev.Lett. 118.191102

3

FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [13], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed in the unshaded
area, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2� uncertainty,
respectively. The dashed black line (labeled “no SM”) shows the best fit without correction for solar modulation.

The dotted magenta line shows the best fit DM contribution. We also show, for comparison, the contribution from
astrophysical tertiary antiprotons denoted by the magenta dot-dashed line.

tematics related to the antiproton cross-section. On the
other hand, a more robust assessment of this issue re-
quires more accurate and comprehensive experimental
antiproton cross-section measurements.

In FIG. 3 we show that including a DM component
induces a shift in some of the propagation parameters. In
particular the slope of the diffusion coefficient, �, changes
by about 30% from a value of � ⇡ 0.35 without DM to � ⇡
0.25 when DM is included. This stresses the importance
of fitting at the same time DM and CR background. The
changes induced by a DM component in the other CR
propagation parameters are less than about 10%.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux, since the low-rigidity tail
of the potential DM signal overshoots the experimental
data, c.f. FIG. 1 (left panel). However, the fit includ-
ing data down to R = 1GV is considerably worse than
our baseline fit with a DM component and data down to
R = 5GV only. In particular, the low-rigidity fit cannot
accommodate the excess of antiprotons at R ⇡ 20GV.

Although the data at R <⇠ 5GV appear to disfavour
a DM component in the antiproton flux, the situation is
not conclusive: at rigidities R <⇠ 5GV, solar modulation
deviates from the simple force-field approximation and
exhibits also charge dependent effects [38, 39]. Thus, a
deeper scrutiny of the antiproton excess and of a poten-

tial DM signal will require a dedicated study of the solar

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [37] (Tan & Ng) and [34] (di

Mauro et al.). For comparison, we also show the best fit
region of the DM interpretation of the Galactic center
gamma-ray excess [31], and the thermal value of the
annihilation cross-section, h�vi ⇡ 3⇥ 10�26 cm3s�1.

Phys.Rev.Lett.118.191101

2

tivities which are characterized by the sunspot number 2 Ñ(t)
(normalized to 1 at solar maximum of cycle 24). The data
used in the fitting include the B/C data by ACE [26] and AMS-
02 [19], the proton spectrum by AMS-02 [17] and the time-
dependent proton fluxes by PAMELA [23]. The 10Be/9Be ra-
tio is not well determined yet. We also use some old measure-
ments by Ulysses [27], ACE [28], Voyager [29], IMP [30],
ISEE-3 [30], and ISOMAX [31] in the fitting.

The numerical tool GALPROP [32, 33] is adopted to calcu-
late the propagation of CRs. We have developed a global fit-
ting tool, CosRayMC, which incorporates GALPROP into the
MCMC sampler [34], enabling efficient survey of the high-
dimensional parameter space of the CR propagation [35, 36].
Once the background parameters are obtained, the secondary
production of antiprotons can be obtained, as shown in Fig. 1.
Note that there are additional uncertainties from the antiproton
production cross section [37, 38]. Especially it has been found
that an asymmetry exists between the antineutron and antipro-
ton production for pp collisions, which tends to give more
antineutrons [39]. An energy-independent rescaling factor of
κ ! 1.3 ± 0.2 has been suggested to approximate the ratio of
antineutron-to-antiproton production cross sections [37]. For
the results shown in Fig. 1 we adopt κ = 1.2.
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FIG. 1: Secondary and DM annihilation antiproton fluxes calculated
for 2σ ranges of the background parameters determined in the fitting
to the B/C, 10Be/9Be, and proton data. The mass of the DM particle
is 110 GeV, and the annihilation cross section is 10−26 cm3s−1.

III. DM ANNIHILATION

Antiprotons can also be produced via the DM annihila-
tion or decay. In this work we focus on the discussion of
DM annihilation. The density profile of DM is adopted to
be NFW profile [40], ρ(r) = ρs

[

(r/rs)(1 + r/rs)2
]−1

, where
rs = 20 kpc and ρs = 0.26 GeV cm−3. The production spec-
trum of antiprotons is calculated using the tables given in [41].

2 http://solarscience.msfc.nasa.gov/SunspotCycle.shtml

Fig. 1 shows the results of DM induced antiproton fluxes, for
mχ = 110 GeV and 〈σv〉 = 10−26 cm3s−1, and various back-
ground parameters which lie in the 2σ ranges derived in the
background fitting. Due to the improved constraints on the
propagation parameters (e.g., the half height of the propaga-
tion halo zh = 5.5 ± 0.9 kpc), the DM annihilation induced
antiproton fluxes are constrained in a range of a factor of ∼ 2,
which improve much compared with previous studies (e.g.,
[15, 20]).

IV. RESULTS OF DM CONSTRAINTS

From the Bayesian theorem, the posterior probability den-
sity of the parameter 〈σv〉 for given mass of the DM particle,
mχ, is

P(〈σv〉)|mχ ∝
∫

L(mχ, 〈σv〉, θbkg, κ) p(θbkg) p(κ) dθbkg dκ,
(1)

where L is the likelihood function of model parameters
(mχ, 〈σv〉, θbkg, κ) calculated from the AMS-02 antiproton
data, p(θbkg) is the prior probability density of background pa-
rameters θbkg which is obtained via the MCMC fitting to the
B/C, 10Be/9Be, and proton data, and p(κ) is the prior probabil-
ity distribution of the antineutron-to-antiproton production ra-
tio, which is assumed to be Gaussian distribution N(1.3, 0.22)
[37, 39].
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Ackermann et al. (2015)
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FIG. 2: 68%, 95%, and 99% credible regions of the DM parameters
mχ−〈σv〉 to fit the AMS-02 antiproton data. The annihilation channel
is assumed to be b  b. Also shown are the Fermi-LAT exclusion limits
from observations of dwarf galaxies [42], and the inferred parameters
(with a re-scaling of the local density) through fitting to the Galactic
center GeV excess [43].

We find that the AMS-02 data favor a DM component with
a mass of a few tens GeV and an annihilation cross section
of the thermal production level for quark final state. The test
statistic (TS) value of such a DM component is found to be
about 70 for the best-fit DM parameters mχ = 50 GeV and
〈σv〉 = 2 × 10−26 cm3s−1 for the annihilation channel b  b. Fig.
2 shows the favor parameter regions on the mχ − 〈σv〉 plane.

is favored when��̄ ! bb̄

m� ⇠ 70GeV and h�vi ⇠ Relic density



[[CCRR  aannoommaallyy  ::  DDMM  ssoolluuttiioonn]]

Implication with respect to our model

・ [Relic density] + [DM favored by AMS-02 data]

h�vi =
g2
�(3g

2
q + 2g2

` )

2⇡

✓
(70GeV)2

m4
Z0

◆
' 4.4 ⇥ 10�26 cm3/s

・ DM solution in our model

g� ⌘ n�gq ' 1.09
p
n�

✓
mZ0

1TeV

◆



[[CCRR  aannoommaallyy  ::  DDMM  ssoolluuttiioonn]]

Implication with respect to our model

・ [Relic density] + [DM favored by AMS-02 data]

h�vi =
g2
�(3g

2
q + 2g2

` )

2⇡

✓
(70GeV)2

m4
Z0

◆
' 4.4 ⇥ 10�26 cm3/s

��̄ ! bb̄(                  dominated)

・ DM solution in our model

g� ⌘ n�gq ' 1.09
p
n�

✓
mZ0

1TeV

◆



[[CCRR  aannoommaallyy  ::  DDMM  ssoolluuttiioonn]]

Implication with respect to our model

・ [Relic density] + [DM favored by AMS-02 data]

h�vi =
g2
�(3g

2
q + 2g2

` )

2⇡

✓
(70GeV)2

m4
Z0

◆
' 4.4 ⇥ 10�26 cm3/s

��̄ ! bb̄(                  dominated) (AMS-02 data favored)

・ DM solution in our model

g� ⌘ n�gq ' 1.09
p
n�

✓
mZ0

1TeV

◆



[[CCRR  aannoommaallyy  ::  DDMM  ssoolluuttiioonn]]

Implication with respect to our model

・ [Relic density] + [DM favored by AMS-02 data]

h�vi =
g2
�(3g

2
q + 2g2

` )

2⇡

✓
(70GeV)2

m4
Z0

◆
' 4.4 ⇥ 10�26 cm3/s

��̄ ! bb̄(                  dominated) (AMS-02 data favored) (Relic density)

・ DM solution in our model

g� ⌘ n�gq ' 1.09
p
n�

✓
mZ0

1TeV

◆
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[[BB  aanndd  CCRR  aannoommaalliieess]]

Requirement

・ The DM re-fit to AMS data indicates                     is dominant process ��̄ ! bb̄

At least, nq > 1 (gq > g`)

nq = 2 (gq = 2g`) is sufficient (86% of full bb case)Indeed,

n� · nq ' 10

?B physics : g2
q ' 0.12nq ⇥

✓
mZ0

1TeV

◆2

for the point

Astrophysics : g2
q '

1.2

n�
⇥

✓
mZ0

1TeV

◆2

for m� = 70GeV

・ In terms of couplings

( g� ⌘ n�gq, gq ⌘ nqg` )



Collider limit and prospect

nq = 2, n� = 5

ATLAS 13 TeV

nq = 5, n� = 2

Z’ mass        = couplings
200 400 600 800 1000 1200

10-3

10-2

10-1

mZ ' HGeVL

s
HppÆ

Z'
L¥

Br
HZ'Æ
mm
L

pp ! µ+µ�

[ATLAS-CONF-2016-045]

Allowed

Excluded

             =  n� Br(Z0 ! µµ)

Small Z’ mass is (1) still viable
                            (2) rather favored

Hierarchical couplings are favored: g� > gq > g`

mZ0 ⇠ 500GeV

[[BB  aanndd  CCRR  aannoommaalliieess  ::  LLHHCC  pprroossppeecctt]]
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Ton-scale experiments will push sensitivities deep into the WIMP window

Neutrino floor remains on the horizon

[Talk by M. Lisanti] 1612.01223  (PandaX-II)
1602.03489 (LUX)
1509.02910  (LZ)

Current & future limits of DM direct detection

[[BB  aanndd  CCRR  aannoommaalliieess  ::  DDMM  pprroossppeecctt]]

DM-proton scattering in nucleon

・ Kinetic mixing (ε) of Z’ and photon induces a contribution

・ Our naive estimation obtains �p =
(✏eg�mp)2

⇡m4
Z0

. 1.7 ⇥ 10�45cm2

sufficiently detectable in near future

Current
Future ⇠ 10�48cm2

⇠ 2 ⇥ 10�45cm2



[[SSuummmmaarryy]]

can simultaneously explainZ0

SM/data deviations in
 

AMS anti-proton excess 
interpreted as Dark Matter annihilation

b ! sµ+µ�

One viable scenario :
LU(1)0 = gq (q̄

3
L�

µq3
L)Z

0
µ + g` (¯̀

2
L�

µ`2L)Z
0
µ + g� (�̄�µ�)Z0

µ

with 0

@
dL

sL
bL

1

A

gauge

'

0

@
1 0 0
0 ⇠ 1 0.005
0 �0.005 ⇠ 1

1

A

0

@
dL

sL
bL

1

A

mass

g� ' 5 gq, gq ' 2 g`,



Z’

LHC bound 

B physics DM issue

[[SSuummmmaarryy]]

anomaly : b ! sµ+µ�

constraint :

¯Bs–Bs mixing

⌫N ! ⌫Nµ+µ�

anomaly : antiproton excess

consistency : relic density

prospect : direct detections

constraint/prospect : pp ! µ+µ�
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[[SSuummmmaarryy]]

anomaly : b ! sµ+µ�

constraint :

¯Bs–Bs mixing

⌫N ! ⌫Nµ+µ�

anomaly : antiproton excess

consistency : relic density

prospect : direct detections

constraint/prospect : pp ! µ+µ�

explained
explained

small Z’ mass is 

still v
iable／detectable

detectable

in　　�p





[[DDMM  ddiirreecctt  ddeetteeccttiioonn]]

DM-nucleon scattering
・ Coupling to up-quark is very much suppressed, but exists

(no interaction of d- ¯d-Z0
)

?

LuūZ0
= gqXuu(ū�

µPLu)Z
0
µ

Xuu ⇠ |Vub � ✓DVus|2 ⇠ 6 ⇥ 10

�6
for

・ Still, it gives rise to a contribution to �N ! �N

�N = (1 + Z/A)2
g2
� g2

q X2
uu

4⇡

m2
n

m2
Z0

' 2 ⇥ 10�51cm2

keeping the conditions from B-physics & Astrophysics　
for the                                 scenario and for xenonnq = 2, n� = 5

N

��

N
Z0



[[DDMM  ddiirreecctt  ddeetteeccttiioonn]]

・ DM can then interact with proton in nucleon 

�p =
(✏eg�mp)2

⇡m4
Z0

⇠ 1.7 ⇥ 10�45cm2

1. Just below the bound from PandaX-II　
2. Well above the expected reach of LZ experiment

1.8 ⇥ 10�45cm2

⇠ 10�47cm2

sufficiently detectable in near future

Kinetic mixing of Z’ & photon
✏

2
Fµ⌫Z0

µ⌫ Z0�

・ Natural size at one loop (for “marginal” point)

1. Log divergence at UV cancels only if
2. The present case is, however, 
3. Possible solution is to introduce heavy vector-like fermion (F)
4. In this case, contribution at the low energy is calculable 

gq = g`
gq > g`

✏ ⇠ 0.04 e gq (for mF ⇠ 100TeV and gq = 2g`)



[[UUVV  ccoommpplleettiioonn]]

Simple example
・Gauged flavor symmetries

SU(3)q⇥SU(3)u⇥SU(3)d⇥SU(3)`⇥SU(3)e⇥O(3)⌫R

SU(3)q⇥SU(3)` ! U(1)0 at TeV scale

・Direction of U(1)’

　　We assign U(1)’ in a way that      and      are charged under U(1)’q3
`2

・Some requirements (unimportant for today’s topic)

　　Scalar field that breaks U(1)’ to get Z’ mass

　　Chiral fermion(s) to ensure anomaly free 

　　Cut-off scale (>100TeV for <1TeV Z’ mass) due to running effect of g�



[[UUVV  ccoommpplleettiioonn]]

Realization of U(1)’
・gives a prediction on hierarchy of coupling

arXiv:1704.08158

arXiv:1706.08510

SU(3)H⇥U(1)B�L ! U(1)0

SU(3)L⇥SU(3)R ! U(1)0

nq = 4 , n� = ? (DM is not considered)

✓D ⇠ VtbV
⇤
ts

✓D ⇠ VtbV
⇤
ts

nq = 5/9 , n� = ? (DM = ⌫R)



[[LLHHCC  bboouunndd]]

Two relevant analyses

7

Process Constraint Range

b ! sµ+µ� 0.00028  gq gl s✓c✓ m̂
�2
TeV  0.00177 “3�” [6]

b ! s⌫⌫̄
��0.01041 + gq gl s✓c✓ m̂

�2
TeV

�� . 0.03711 90% C.L.

B0
s -B̄

0
s mixing g2q(s✓c✓)

2 m̂�2
TeV . 0.00002 (1� theor. error)

⌫N ! ⌫Nµ+µ� g2l m̂
�2
TeV (1 + 0.02097⇥ g2l m̂

�2
TeV)  4.81193 95% C.L.

TABLE I: Summary of the flavor constraints from b ! sµ+µ�, b ! s⌫⌫̄, B0
s -B̄

0
s mixing, and ⌫N ! ⌫Nµ+µ�, where

m̂TeV ⌘ mZ0/1TeV and s✓c✓ = sin ✓D cos ✓D.
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FIG. 3: Left: ATLAS limit on pp ! Z0 ! µµ̄ production and decay, and predictions of two models that are close to the
constraint; right: same for pp ! Z0 ! bb̄ or tt̄ as limited by searches for dijet or tt̄ final states. The dijet limit is adjusted
upward from the published value of �BqqA by assuming the event acceptance is A = 0.6 [62].

that taking g
q

= n
q

g
l

with n
q

= 2 is a su�cient com-
promise, implying that annihilation into b quarks makes
up 86% of the total cross section. This leaves just one
ratio g

�

/g
q

⌘ n
�

to be constrained. We then have from
Eq. (29)

g
�

=
1.09

p
n
�

m̂1/2

70

m
Z

0

TeV
,

g
q

= 2g
l

=
1.09

p
n
�

m̂1/2

70

m
Z

0

TeV
, (30)

where m̂
70

⌘ m
�

/(70GeV).

The most recent Fermi-LAT searches for emission from
dark matter annihilation in dwarf spheroidal galaxies cur-
rently exclude cross sections of h�vi > 1.9⇥10�26 cm3/s
at 95% C.L. for 80 GeV DM annihilating to bb̄ [53]. This
is in tension with the cross sections suggested by the DM
interpretation of the p̄ excess. However, recent works
[54, 55] have pointed out that the dark matter content
of some of the dwarf spheroidals in the Fermi analysis
may have been overestimated, resulting in a less strin-
gent limit that can be compatible with DM explanations
of cosmic ray excesses.

4.1.2. Collider limits

ATLAS and CMS have searched for resonant lepton
pairs from Z 0 ! `¯̀ [56, 57]. These depend on the branch-
ing ratio of Z 0 into µ+µ�, which in our model is given
by

B(µµ̄) =
g2
l

3(1 + f) g2
q

+ 2 g2
l

+ 2 g2
�

=
0.25

3.5 + 3f + 2n2

�

, (31)

where f = (1+ 7x/17)
p
1� 4x2 with x = (m

t

/m
Z

0)2 for
top quark final states [58].
We show the ATLAS dilepton limit in Fig. 3 (left),

along with predictions for the model with g
l

= g
q

/n
q

=
0.5 g

q

, g
�

= n
�

g
q

= 5 g
q

, and m
�

= 70GeV, for which
the region with 300GeV < m

Z

0 < 390GeV is excluded.
This gives a value of g

l

g
q

/m2

Z

0 = 0.12/TeV2, which is
shown as the vertical line in the parameter space relevant
for b ! sµ+µ�, Fig. 2. The blue region below the dashed
lines, showing the upper bound on the quark mixing angle
from B

s

mixing, is allowed.
Eq. (30) implies a large coupling g

�

unless m
Z

0 is in
the lower part of its allowed region. For example, with
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(also, CMS-PAS-EXO-16-031)
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Figure 3: Upper 95% C.L. limits on the Z0 production cross section times branching ratio to two leptons as a
function of Z0 pole mass (MZ 0 ). Shown are results for the (a) dielectron channel, (b) dimuon channel and (c)
combined channels. The signal theory lines are calculated with Pythia 8 using the NNPDF23LO PDF set [34], and
corrected to next-to-next-to-leading order in QCD using VRAP [21] and the CT14NNLO PDF set [22]. The signal
theoretical uncertainties are shown as a band on the Z0

SSM theory line for illustration purposes, but are not included
in the �B limit calculation.
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　[ATLAS-CONF-2016-045]　
(also, CMS-PAS-EXO-16-031)
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Allowed

Usual bound vs Our bound

[ Reference model ]

gSM (q̄L�
µqL)Z

0
µ

q= u, d, s, (c, b)

gSM = Z coupling

µ+

µ�q

q̄

Z0

[ Our model ]

PDF suppressed
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µ�
Z0b

b̄

Smaller mass 
will be allowed

pp ! µ+µ�

[[LLHHCC  bboouunndd]]



[[CCoossmmiicc  RRaayy  aannoommaallyy]]

AMS-02 antiproton observation 3

FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [13], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed in the unshaded
area, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2� uncertainty,
respectively. The dashed black line (labeled “no SM”) shows the best fit without correction for solar modulation.

The dotted magenta line shows the best fit DM contribution. We also show, for comparison, the contribution from
astrophysical tertiary antiprotons denoted by the magenta dot-dashed line.

tematics related to the antiproton cross-section. On the
other hand, a more robust assessment of this issue re-
quires more accurate and comprehensive experimental
antiproton cross-section measurements.

In FIG. 3 we show that including a DM component
induces a shift in some of the propagation parameters. In
particular the slope of the diffusion coefficient, �, changes
by about 30% from a value of � ⇡ 0.35 without DM to � ⇡
0.25 when DM is included. This stresses the importance
of fitting at the same time DM and CR background. The
changes induced by a DM component in the other CR
propagation parameters are less than about 10%.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux, since the low-rigidity tail
of the potential DM signal overshoots the experimental
data, c.f. FIG. 1 (left panel). However, the fit includ-
ing data down to R = 1GV is considerably worse than
our baseline fit with a DM component and data down to
R = 5GV only. In particular, the low-rigidity fit cannot
accommodate the excess of antiprotons at R ⇡ 20GV.

Although the data at R <⇠ 5GV appear to disfavour
a DM component in the antiproton flux, the situation is
not conclusive: at rigidities R <⇠ 5GV, solar modulation
deviates from the simple force-field approximation and
exhibits also charge dependent effects [38, 39]. Thus, a
deeper scrutiny of the antiproton excess and of a poten-

tial DM signal will require a dedicated study of the solar

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [37] (Tan & Ng) and [34] (di

Mauro et al.). For comparison, we also show the best fit
region of the DM interpretation of the Galactic center
gamma-ray excess [31], and the thermal value of the
annihilation cross-section, h�vi ⇡ 3⇥ 10�26 cm3s�1.

・ Fit including DM 

With DM Without DM

　[arXiv:1610.03071]　



[[CCoossmmiicc  RRaayy  aannoommaallyy]]

Conflict with dwarf spheroidal galaxies?

7

Process Constraint Range

b ! sµ+µ� 0.00028  gq gl s✓c✓ m̂
�2
TeV  0.00177 “3�” [6]

b ! s⌫⌫̄
��0.01041 + gq gl s✓c✓ m̂

�2
TeV

�� . 0.03711 90% C.L.

B0
s -B̄

0
s mixing g2q(s✓c✓)

2 m̂�2
TeV . 0.00002 (1� theor. error)

⌫N ! ⌫Nµ+µ� g2l m̂
�2
TeV (1 + 0.02097⇥ g2l m̂

�2
TeV)  4.81193 95% C.L.

TABLE I: Summary of the flavor constraints from b ! sµ+µ�, b ! s⌫⌫̄, B0
s -B̄

0
s mixing, and ⌫N ! ⌫Nµ+µ�, where

m̂TeV ⌘ mZ0/1TeV and s✓c✓ = sin ✓D cos ✓D.
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FIG. 3: Left: ATLAS limit on pp ! Z0 ! µµ̄ production and decay, and predictions of two models that are close to the
constraint; right: same for pp ! Z0 ! bb̄ or tt̄ as limited by searches for dijet or tt̄ final states. The dijet limit is adjusted
upward from the published value of �BqqA by assuming the event acceptance is A = 0.6 [62].

that taking g
q

= n
q

g
l

with n
q

= 2 is a su�cient com-
promise, implying that annihilation into b quarks makes
up 86% of the total cross section. This leaves just one
ratio g

�

/g
q

⌘ n
�

to be constrained. We then have from
Eq. (29)

g
�

=
1.09

p
n
�

m̂1/2

70

m
Z

0

TeV
,

g
q

= 2g
l

=
1.09

p
n
�

m̂1/2

70

m
Z

0

TeV
, (30)

where m̂
70

⌘ m
�

/(70GeV).

The most recent Fermi-LAT searches for emission from
dark matter annihilation in dwarf spheroidal galaxies cur-
rently exclude cross sections of h�vi > 1.9⇥10�26 cm3/s
at 95% C.L. for 80 GeV DM annihilating to bb̄ [53]. This
is in tension with the cross sections suggested by the DM
interpretation of the p̄ excess. However, recent works
[54, 55] have pointed out that the dark matter content
of some of the dwarf spheroidals in the Fermi analysis
may have been overestimated, resulting in a less strin-
gent limit that can be compatible with DM explanations
of cosmic ray excesses.

4.1.2. Collider limits

ATLAS and CMS have searched for resonant lepton
pairs from Z 0 ! `¯̀ [56, 57]. These depend on the branch-
ing ratio of Z 0 into µ+µ�, which in our model is given
by

B(µµ̄) =
g2
l

3(1 + f) g2
q

+ 2 g2
l

+ 2 g2
�

=
0.25

3.5 + 3f + 2n2

�

, (31)

where f = (1+ 7x/17)
p
1� 4x2 with x = (m

t

/m
Z

0)2 for
top quark final states [58].
We show the ATLAS dilepton limit in Fig. 3 (left),

along with predictions for the model with g
l

= g
q

/n
q

=
0.5 g

q

, g
�

= n
�

g
q

= 5 g
q

, and m
�

= 70GeV, for which
the region with 300GeV < m

Z

0 < 390GeV is excluded.
This gives a value of g

l

g
q

/m2

Z

0 = 0.12/TeV2, which is
shown as the vertical line in the parameter space relevant
for b ! sµ+µ�, Fig. 2. The blue region below the dashed
lines, showing the upper bound on the quark mixing angle
from B

s

mixing, is allowed.
Eq. (30) implies a large coupling g

�

unless m
Z

0 is in
the lower part of its allowed region. For example, with
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