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- Choose an action e.g.

$$
S[\phi]=\int d^{d} x\left[\frac{1}{2} \partial_{\mu} \phi \partial_{\mu} \phi+\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi^{4}\right]
$$

- Choose a UV regulator
- Start computing the correlation functions

$$
\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle=\frac{1}{z} \int \mathcal{D} \phi \phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) e^{-S[\phi]}
$$

- Adjust the action to absorb UV divergences:

$$
S[\phi] \rightarrow S[\phi]+\delta S[\phi]
$$

- If $\delta S$ has the same form as $S$, the theory is renormalizable


## Textbook renormalization

- Choose an action e.g.

$$
S[\phi]=\int d^{d} x\left[\frac{1}{2} \partial_{\mu} \phi \partial_{\mu} \phi+\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi^{4}\right]
$$

- Choose a UV regulator
- Start computing the correlation functions

$$
\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \phi \phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) e^{-S[\phi]}
$$

- Adjust the action to absorb UV divergences:

$$
S[\phi] \rightarrow S[\phi]+\delta S[\phi]
$$

- If $\delta S$ has the same form as $S$, the theory is renormalizable


## Textbook renormalization

- Choose an action e.g.

$$
S[\phi]=\int d^{d} x\left[\frac{1}{2} \partial_{\mu} \phi \partial_{\mu} \phi+\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi^{4}\right]
$$

- Choose a UV regulator
- Start computing the correlation functions

$$
\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \phi \phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) e^{-S[\phi]}
$$

- Adjust the action to absorb UV divergences:

$$
S[\phi] \rightarrow S[\phi]+\delta S[\phi]
$$

- If $\delta S$ has the same form as $S$, the theory is renormalizable


## Textbook renormalization

- Choose an action e.g.

$$
S[\phi]=\int d^{d} x\left[\frac{1}{2} \partial_{\mu} \phi \partial_{\mu} \phi+\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi^{4}\right]
$$

- Choose a UV regulator
- Start computing the correlation functions

$$
\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \phi \phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) e^{-S[\phi]}
$$

- Adjust the action to absorb UV divergences:

$$
S[\phi] \rightarrow S[\phi]+\delta S[\phi]
$$

- If $\delta S$ has the same form as $S$, the theory is renormalizable


## Textbook renormalization

- Choose an action e.g.

$$
S[\phi]=\int d^{d} x\left[\frac{1}{2} \partial_{\mu} \phi \partial_{\mu} \phi+\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi^{4}\right]
$$

- Choose a UV regulator
- Start computing the correlation functions

$$
\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \phi \phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) e^{-S[\phi]}
$$

- Adjust the action to absorb UV divergences:

$$
S[\phi] \rightarrow S[\phi]+\delta S[\phi]
$$

- If $\delta S$ has the same form as $S$, the theory is renormalizable


## Drawbacks

## Drawbacks

- In practice, this scheme is perturbative
- It offers no physical intuition


## Drawbacks

- In practice, this scheme is perturbative
- It offers no physical intuition


## Wilsonian Renormalization

## Wilsonian Renormalization

- Don't try to integrate over all fluctuations at once!
- Partition up the modes by introducing an effective scale
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$\Lambda \partial_{\wedge} S_{\Lambda}[\phi]=$
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- Integrate out degrees of freedom between $\Lambda_{0}$ and $\Lambda$
- The bare action evolves into the Wilsonian effective action
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- Define a fixed-point as a scale-invariant action:
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\partial_{t} S_{\star}[\phi]=0
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## Nonperturbatively renormalizable solutions follow from fixed-points

- Either directly: $\partial_{t} S_{\star}[\varphi]=0$
- Or from relevant (source-dependent) perturbations
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## Formulation

- Demand invariance of the partition function under blocking
- $\Lambda \partial_{\wedge} \mathcal{Z}=\Lambda \partial_{\wedge} \int \mathcal{D} \phi e^{-S_{\Lambda}^{\text {tot }}[\phi]}=\int \mathcal{D} \phi \frac{\delta}{\delta \phi} \cdots=0$
- Parametrizes the blocking procedure


## Alternative point of view

## Flow Equation

$-\wedge \partial_{\wedge} S^{\text {tot }}=\int d^{d} x \frac{\delta S^{\text {tot }}}{\delta \phi(x)} \Psi(x)-\int d^{d} x \frac{\delta \psi(x)}{\delta \phi(x)}$
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- quasi-local, with $K(0)=1$ and $K(\infty)=0$
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- Define $\dot{C} \equiv-\Lambda \partial_{\Lambda} C$ and take

$$
\Psi(p)=\frac{1}{2} \dot{C}_{\Lambda}\left(p^{2}\right) \frac{\delta\left(S^{\text {tot }}-2 \hat{S}\right)}{\delta \phi(p)}+\psi(p)
$$

where $\psi$ allows for an extra field redefinition along the flow

- The modified Polchinski equation is:

$$
-\Lambda \partial_{\Lambda} S=\frac{1}{2} \frac{\delta S}{\delta \phi} \cdot \dot{C} \cdot \frac{\delta S}{\delta \phi}-\frac{1}{2} \frac{\delta}{\delta \phi} \cdot \dot{C} \cdot \frac{\delta S}{\delta \phi}+\psi \cdot \frac{\delta S^{\text {tot }}}{\delta \phi}-\frac{\delta}{\delta \phi} \cdot \psi
$$
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- Remove the canonical dimensions

$$
\tilde{p}=p / \Lambda, \quad \varphi(\tilde{p})=\phi(p) \Lambda^{(d+2) / 2}
$$

(Henceforth drop tildes)

- Choose

- Since $\psi$ is a field redefinition, this choice ensures canonical normalization of the kinetic term
- The redundant coupling, $Z$, is removed from the action
- This process is (essentially) equivalent to $\phi(p) \rightarrow \phi(p) \Lambda^{-(d+2) / 2} \sqrt{Z}$
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## Rescaled flow equation

$$
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## (1) Context

(2) ERGEs
(3) Introducing a Source
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## Questions

## Modified Polchinski Equation $\psi=-\eta \varphi / 2$

- What other renormalizable source-dependent solutions exist?
- How does the OPE play a role?
- Can a link be made with methods of CFT?


## Other flow equations

- What happens for other flow equations?
- What does this imply for gauge theories?

Ask not what quantum field theory can compute for you, but what you can compute for quantum field theory

## Thank you for listening
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